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Support vector machines (SVMs), introduced in
the 1990s, are highly practical in modern finance
because they balance accuracy, efficiency, and
interpretability. Originally designed to separate
data into two groups, they have since evolved
into versatile tools capable of forecasting,
estimating, and identifying key patterns in
complex datasets.

Unlike models with high overfitting risk or deep
learning systems that require massive datasets
and infrastructure, SVMs focus only on the most
critical data points (called support vectors),
enabling practitioners to classify, predict, and
optimize more reliably in today's fast-moving,
noisy markets.

This chapter of Al in Asset Management: Tools,
Applications, and Frontiers demonstrates

that SVMs can offer accurate and robust
classification, prediction, and portfolio
optimization in finance, effectively handling
complex data for improved investment and risk
management outcomes.

Who Should Read This Chapter?

e Portfolio managers who screen securities
and optimize portfolios
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e Risk professionals who assess
creditworthiness and bankruptcy risk

e Quantitative analysts and systematic traders
who build predictive models

e Financial researchers exploring feature
selection and market forecasting

Why This Chapter Matters Now

Markets are nonlinear, increasingly data rich, and
frequently volatile. SVMs give practitioners a
reliable method to cut through the noise, often
delivering robust results with lower overfitting
risk and without the massive infrastructure deep
learning requires.

What Does This Chapter Deliver?

e |t shows how SVMs can improve
classification, prediction, and optimization in
finance.

e It translates advanced machine learning
theory into practical applications.

e It provides actionable techniques
professionals can use immediately—no heavy
technical background required.
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“One of the most important concepts in machine learning theory
is the trade-off between the quality of the model fit on the
training data and the complexity of the model. In fact, support
vector machines were inspired by the so-called structural risk
minimization principle, arising in statistical learning theory to

address this kind of trade-off.”

Maxim Golts, PhD

Example: Classifying Stocks vs. Bonds

This simple example uses three equity indexes
(equity class) and three bond indexes (bond class)
as training data in a two-dimensional feature
space: quarterly correlations of the indices with
the next quarter's year-over-year GDP growth
and year-over-year inflation, as measured by the
Consumer Price Index (CPI). Not surprisingly,
equities do well when the GDP growth is strong
(equities strongly positively correlated with GDP
growth) and inflation is moderate (equities are
weakly positively correlated with inflation). In
contrast, US Treasuries do well in deflationary
recessions (strongly negatively correlated with
both GDP growth and inflation).

The following exhibit illustrates how SVMs

find the optimal boundary for classification
problems, separating the equity class from the
bond class with a maximal margin. TIPS and US
high-dividend stocks serve as support vectors:
TIPS are the most equity-like in the bond class,
and US high-dividend stocks are the most
bond-like in the equity class. Interestingly, US
high-yield bonds—not part of the training set, so
unseen by the model—are classified as equities
by this support vector machine because they
do well with strong GDP growth and are less
vulnerable to high inflation than Treasuries or
investment-grade bonds.

Optimal Hyperplane Separating Stock and Bond Indexes in a Two-Dimensional Feature
Space of Correlations with Real GDP YoY and CPI YoY, 1998-2025

0.7 US Small Cap ®
0.6 US High Div|

0.5

0.4 4
Optimal

US Large Cap

US TIPS

03 iepara‘t\'ng
- yperplane
2
> 02
o
(U
g 0.1 US Inv Grade @
[
£
% 00
c
&
& -0.1
©
E
o
V0.2
-0.3
-0.4 @ US Treasuries

-0.5

-0.6

-0.6 -05 -04 -03 -0.2 -0.1

0 0.1 02 03 04 05 06

Correlation with CPl YoY

| e Hyperplane

Support Vector @ Equities @ Bonds @ Unseen Datal

Data sources: Bloomberg (US Large Cap: MSCI USA Gross Total Return USD Index; US Small Cap: MSCI USA Small Cap Gross Total Return USD Index;
US High Div: MSCI USA IMI High Dividend Yield Gross Total Return USD Index; US Treasuries: Bloomberg US Treasury Total Return Index; US Inv
Grade; Bloomberg US Corp Investment Grade Total Return Index; US TIPS: Bloomberg US Treasury Inflation-Linked Total Return Index; US High Yield:
Bloomberg US Corp High Yield Total Return Index). Quarterly correlations of CPI YoY change and real GDP YoY growth with the subsequent quarter’s
YoY return of equity and bond indexes. Calculations made by Maxim Golts for illustration and educational purposes only. This exhibit appeared as
Exhibit 2 in M. Golts, "Support Vector Machines,” in Al in Asset Management: Tools, Applications, and Frontiers (2025).

CFA Institute | 2



Practical Applications

Asset classification

Group investments into meaningful classes or
categories (equities versus bonds, safe versus
risky borrowers).

Example: Classify high-yield bonds as equity-like

or bond-like using GDP and inflation correlations.

Market prediction

Forecast stock movements, select
outperformers, or detect regime shifts.

Example: Identify top 25% of Australian stocks,
generating >200% five-year outperformance
versus a 71% benchmark.

Credit ratings

Replicate or predict corporate ratings using
fundamentals.

Example: Use SVMs to assess bank ratings in real
time, outperforming logistic regression models.

Practitioner Toolkit

Portfolio optimization

Preselect assets or integrate SVMs directly into
mean-variance optimization (SVM-MVO).

Example: Build portfolios that maximize returns,
minimize risk, and respect classification
boundaries.

Feature selection

Pinpoint the most relevant variables driving
returns.

Example: Identify which macro or accounting
factors matter most for forecasting stock prices.

Risk management

Classify firms at risk of default or portfolios
exposed to hidden vulnerabilities.

Example: Detect early warning signs of corporate
bankruptcy.

The following serves as a guide for how SVMs can be applied by practitioners in various roles.

Applications of SVMs by Role

Data scientist/
quant researcher

Portfolio manager

Risk manager

Trader/investment
strategist

Classification of financial assets
(e.g., stocks vs. bonds); predicting
asset returns; credit rating
reconstruction

Preselection of assets; integration
of SVM with portfolio optimization
(e.g., SVM-MVO); feature selection
for portfolio construction

Insolvency and bankruptcy
prediction; stress-testing
classification models; identifying
high-risk assets

Short-term forecasting of stock
indexes; identifying volatility-
driven opportunities; strategy
back testing

Implementation

Ability to handle high-dimensional data; effective
nonlinear separation; reduces risk of overfitting
through structural risk minimization

Improved risk-adjusted returns; lower portfolio
risk; better asset screening and feature selection

More accurate two-group classification;

early detection of financial distress; strong
performance compared to logistic regression
and some neural networks

Outperforms alternative models (e.g.,
backpropagation neural networks); strong
empirical performance in time-series forecasting;
helps construct profitable long-short strategies

SVMs plug into existing workflows with minimal disruption. They integrate seamlessly with Python,
R, and common machine learning libraries. Practitioners can adopt them incrementally—whether for
asset screening, risk scoring, or portfolio optimization.
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Metrics That Matter

From the many metrics available, the chapter
highlights three metrics that are especially
critical for practitioners.

Margin width (distance between support
vectors and optimal separating hyperplane):
A wider margin indicates a more robust
classification, reducing the risk of
misclassification when new, unseen financial
data points are introduced.

Trade-off parameter (C): This controls the
balance between minimizing classification
errors on the training set and maximizing the
margin. It is a critical parameter for avoiding
overfitting.

Out-of-sample prediction accuracy (or
misclassification rate): This demonstrates
whether the model generalizes well to
unseen financial data, which is essential
for forecasting asset returns, bankruptcy
prediction, and portfolio construction.
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Find Al in Asset Management: Tools, Applications, and Frontiers
and more on the CFA Institute Research and Policy Center website:
https://rpc.cfainstitute.org.
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