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Foreword

Investors have long suspected that sell-side security analysts—at least histor-
ically—have not acted independently of their employers’ interests. This sus-
picion gained considerable credence when in April of 2003, 10 of the largest
investment banks agreed to pay out more than $1.4 billion in fines, penalties,
and other payments and to institute a series of reforms to settle government
claims against them. The perception by most investors that analysts do not
act independently derives mainly, however, from anecdotal information and
media coverage of several high-profile cases of alleged abuse. What is needed
is a scientific exploration of the evidence—the nature and causes of security
analyst conflicts—and the potential remedies for the conflicts. Thus, we are
most fortunate that Jennifer Francis, Qi Chen, Donna R. Philbrick, and Richard
H. Willis have undertaken just such a study.

The authors begin by isolating the key issues, describing their data, and
defining the variables they use to address various aspects of analyst indepen-
dence. Specifically, they investigate the conventional view that analysts are
optimistic in their forecasts of earnings by an examination of such properties
as bias, accuracy, dispersion, and newsworthiness. They then seek to deter-
mine the extent to which this optimism is associated with incentives, self-
selection, and cognitive biases. They find evidence of all three causes.
Potential revenues from investment banking, underwriting, and (especially)
brokerage trading volume lead analysts to produce unduly optimistic fore-
casts. Analysts also tilt their coverage toward companies with better earnings
prospects. And they underreact to earnings-related information. The good
news, albeit tentative, is that the intensity of these effects appears to be
diminishing—perhaps because of public and regulatory scrutiny.

The authors next examine the “management relations” theory, which
holds that corporate managers possess valuable information that necessitates
close communication with analysts, which benefits both the company and the
analysts. This theory is particularly interesting in light of the recently enacted
Regulation Fair Disclosure, which curtails private communications between
company managers and analysts. Anecdotal evidence suggests that analysts
are subject to retribution from management if they fail to report favorably;
reprisals include exclusion from meetings, outings, and conference calls. The
empirical evidence is inconclusive. Yes, analysts do issue more optimistic
forecasts when the incentives to curry favor with management are great, but
direct tests of analyst reliance on company managers for information and of
the effect on such reliance have so far not been possible.
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The authors also explore the extent to which analysts behave indepen-
dently of other analysts. Evidence of “herding” behavior in the investment
industry is widespread. This behavior is attributed to fear of sanctions for
deviating from the norm, payoff externalities (such as financial benefits that
may arise when others follow in your tracks), and career concerns. The
evidence suggests that security analysts do exhibit herding behavior in their
stock recommendations and their earnings forecasts. 

Francis, Chen, Philbrick, and Willis have written a comprehensive and
insightful analysis of security analyst independence that should help investors
evaluate the integrity of sell-side research and help regulators adopt wise
policies. The Research Foundation is extremely pleased to present Security
Analyst Independence.

Mark Kritzman, CFA
Research Director

The Research Foundation of
CFA Institute
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Preface

The corporate scandals of recent years have resulted in increased scrutiny of
security analysts and significant repercussions to and reforms in the investment
banking industry. In particular, in April 2003, 10 of the largest investment banks
agreed to pay out approximately $1.4 billion—$487.5 million in fines and
penalties, $387.5 million in disgorgement of profits, $432.5 million to fund
independent research, and $80 million for investor education. They also agreed
to implement several reforms, including (but not limited to) prohibiting analysts
from receiving compensation for investment banking activities, prohibiting
analysts from being involved in the solicitation of investment banking business,
and disclosure of analysts’ forecasting and stock-picking ability.1 In part as a
response to concerns about untruthful reporting, the U.S. Congress passed
Regulation Analyst Certification (Reg AC) effective 14 April 2003.2 Reg AC
requires analysts to certify in their reports that their expressed views accurately
reflect their beliefs about the future performance of a covered company.

For years leading up to these reforms, regulators, investors, politicians,
and academic researchers had suggested that analysts’ relationships with
company management, analysts’ compensation contracts, and the pressures
on sell-side analysts employed by investment banking houses contribute to a
lack of analyst independence. These conflicts of interest allegedly have
resulted in distortions in analysts’ forecasts of earnings and target prices and
in reluctance on the part of analysts to issue sell recommendations.

Much of the research examining biases in analysts’ forecasts has focused
on their earnings per share forecasts because such forecasts are regularly
provided by most analysts and are easily benchmarked against actual earn-
ings. The calibration against actual earnings produces a forecast error that
tells the researcher whether the analyst’s forecast was above or below actual
earnings and by how much. Research has interpreted various aspects of the
distribution of analysts’ earnings forecast errors as indicators of the quality of
analysts’ forecasts. In particular, forecast accuracy has been assessed by using
unsigned forecast errors, and signed forecast errors have been used to assess
bias in analysts’ forecasts. Chapter 1 describes the measurement of these
variables in detail and provides descriptive evidence about them garnered
over the past 23 years.

1For example, brokerage houses must now disclose what percentage of all their ratings are
buy, hold, and sell and must clearly define the rating system they use (Financial Times.com,
15 May 2003).
2The final rule is available at www.sec.gov/rules/final/33-8193.htm.
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Forecast errors have also been used in research into whether analysts
appropriately incorporate information contained in prior realizations of eco-
nomic variables, such as prior-period forecast errors, prior-period excess
returns, and prior-period earnings or earnings changes. For the most part, this
research has found that analysts’ forecasts do not respond enough (i.e., as
much as one would expect if analysts are rationally processing new informa-
tion) to prior news. That is, analysts appear to underreact to recent news, with
most of the underreaction evidenced by analysts’ failure to revise their fore-
casts downward proportionately following the arrival of bad news that has
implications for future earnings. 3 This underreaction creates an inefficiency
in the market that is one of the explanations for the systematic bias in analysts’
forecasts.

Of particular interest in understanding issues associated with analyst
independence is the research related to analysts’ forecast bias, accuracy,
dispersion, and newsworthiness. Research in each of these areas has gener-
ally produced conflicting results. For example, research has generally
reported negative mean forecast errors (where forecast error was computed
as actual earnings minus forecasted earnings) and interpreted these negative
errors as evidence of optimistic bias on the part of analysts. Conflicting results
have been found with respect to the sign of median forecast errors, however,
which have variously been reported to be positive, negative, or zero. Although
not conclusive, the finding of analyst optimism has gained fairly wide accep-
tance among researchers, analysts, and the markets.

Researchers have also investigated factors contributing to a bias toward
optimistic forecasting, including institutional incentives (such as those cre-
ated by investment banking, underwriting, and the brokerage’s revenue-
generating functions), incentives to curry favor with client companies, self-
selection (which holds that analysts prefer to follow companies about which
they hold favorable views), and cognitive biases (such as those that are
associated with the general underreaction phenomenon). We review this
research and present new evidence on these factors in Chapters 2 and 3.

Not all researchers accept the cognitive and incentive theories that have
been put forth to explain the existence of forecast optimism. Recent work (e.g.,
Abarbanell and Lehavy 2002, 2003; Bradshaw and Sloan 2002) suggests that
the observed optimism in analysts’ forecasts (and the apparent inefficiency of
analysts’ forecasts) may be attributable, at least in part, to data and specifica-
tion issues. We review this research in Chapter 1 to provide the reader with a
balanced view.

3Analysts are not the only market participants who underreact to new information. Even more
severe levels of underreaction have been documented for investors.
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Throughout this monograph, we confine our discussions and investiga-
tions to the forecasting behavior of sell-side security analysts.4 Sell-side
analysts are employed at brokerage houses (e.g., Merrill Lynch & Co.) and
make investment recommendations to individual and/or institutional inves-
tors. Buy-side security analysts are employed by money management firms
or investment firms (e.g., Fidelity Investments) and make investment deci-
sions on behalf of clients and/or holders of mutual funds. We restrict our
attention to the forecast behavior of sell-side analysts because, for the most
part, the forecast data that researchers have examined is limited to forecasts
provided by sell-side analysts (an exception is Willis 2001).

We also focus our discussion on research that investigated companies
domiciled principally in the United States. In part because of data limitations,
studies of non-U.S. companies are rare. Moreover, U.S. companies and
exchanges account for the vast majority of global equity trading. In 2003, an
estimated 3.1 billion shares changed hands daily on the New York Stock
Exchange, American Stock Exchange, and NASDAQ; the daily average trad-
ing volume on exchanges in 55 non-U.S. countries with active equity markets
was only 134.1 million shares. Not surprisingly, substantial resources are
dedicated to research involving U.S. stock—an estimated $1.7 billion in 2003
for the eight largest research departments on Wall Street (Davis 2004).5 This
amount represents less than 0.01 percent, however, of the market capitaliza-
tion of U.S. traded companies.

Our objective in this monograph is to review and synthesize research on
analysts’ forecasting behavior, particularly as that behavior relates to ques-
tions of analyst independence. Because the literature on issues related to
security analyst independence is large and diverse, our summaries are by no
means exhaustive. In selecting among this broad and deep body of work, we
focused on articles and approaches that we viewed as making important
advances in the research, documenting robust findings, or identifying contro-
versial questions. We have tried to carefully distinguish between instances
when the body of work produced consistent findings from instances when the
research produced mixed or inconsistent results. In the case of consistent
findings, we highlight the broad conclusions that have been drawn; in the case
of inconsistent or contradictory findings, we provide our own views on how to

4For additional discussion of the environment in which sell-side security analysts work, see
Asquith, Mikhail, and Au (forthcoming 2004), Eccles and Crane (1988), and Liaw (1999); for
discussion of buy-side analysts and forecast bias, see Cianci (2000) and Willis (2001).
5The eight largest research departments (according to Davis) are at Merrill Lynch, Credit
Suisse First Boston, Smith Barney, Morgan Stanley, JPMorgan Chase, Goldman Sachs,
Lehman Brothers, and Bear, Stearns & Co.
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interpret the evidence. In some cases, we also present the results of recent
research attempting to resolve concerns with prior work to obtain more robust
results or more powerful results (or both).

The monograph is divided into five chapters. Chapter 1 provides informa-
tion on the data that researchers use, the types of questions addressed, and
the variables used to test these questions. We also detail some of the limita-
tions of these variables. Chapters 2, 3, and 4 focus on sources that potentially
compromise analyst independence—incentives in the sell-side analyst’s envi-
ronment, selectivity on the part of analysts, and analysts’ cognitive biases
(Chapter 2); corporate clients (Chapter 3); and other analysts (Chapter 4).
Chapter 5 summarizes the key inferences drawn from the research on each
of these sources and provides some thoughts as to what the future may hold.

We would like to thank CFA Institute for funding. The assistance of Anne
Higgs and Xin Wang is also gratefully acknowledged.
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1. Security Analysts’ Forecasting 
Behavior

To gain some notion of the quality of security analysts’ earnings forecasts,
researchers typically analyze properties of the earnings estimates and ana-
lysts’ stock recommendations. The four most widely studied forecast proper-
ties are bias, accuracy, dispersion, and newsworthiness. Our objectives in this
chapter are to describe how researchers typically measure these properties,
to summarize the types of questions they address with each measure, to
present descriptive data on these properties for 1980–2002, and to describe
certain limitations of these measures as proxies for the constructs they
purportedly capture. Our overriding goal is to provide the reader with a
benchmark for interpreting the research, summarized in subsequent chap-
ters, that analyzed one or more of these properties.

Forecast Properties
Researchers use common proxies to capture bias, accuracy, dispersion, and
newsworthiness in the context of analysts’ forecasts. Note, before we move
on, that none of these properties imply the existence of any other proxy; that
is, the “least biased” forecasts, for example, need not be the “most accurate”
or the “most newsworthy.” In addition to defining the properties and discuss-
ing their proxies in this section, we discuss the major questions researchers
use each property to answer.

Bias. Bias refers to whether and to what degree analysts’ forecasts are
skewed above or below the “true” value of the number being forecasted.
Although bias can be calculated for any forecasted item—earnings forecasts,
stock recommendations, or price targets—it is most easily measured for
earnings forecasts because earnings pertain to a defined period (a fiscal
quarter or year), are calculated by using a set of agreed-upon rules (in studies
of U.S. data, U.S. generally accepted accounting principles, GAAP), are
audited by an external party and subject to the monitoring and enforcement
functions of the U.S. Securities and Exchange Commission (SEC), and are
reported by the company on a timely basis (usually in quarterly earnings
announcements). Determining what the bias is in a stock recommendation is
less straightforward because recommendations often do not specify a precise
targeted return (they provide only a directional prediction, such as “the stock
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will outperform the market”) and because the horizon over which the recom-
mendation pertains is not precisely defined. Price targets avoid the first of
these limitations (imprecision as to the expected target value), but they suffer
from the same timing disadvantage that stock recommendations do.1

To define the bias in analysts’ earnings forecasts, researchers use the
forecast error, FE. It is typically calculated as the difference between company
j’s reported earnings per share (EPS) for quarter q, Aj,q, and the analyst’s
forecast of company j’s EPS for quarter q issued at time t, Fj,q,t; that is, 

FEj,q,t = Aj,q – Fj,q,t. (1.1)

Usually, the researcher scales the difference between the forecasted and
reported earnings number by some variable to express the forecast error as
a percentage. This scaling is done to aggregate forecast errors for companies
of different sizes. In particular, because large companies tend to have larger
EPS than small companies, combining data from companies of different sizes
without some scaling is statistically problematic. 

In general, research has produced similar results when various scaling
variables were used. Share price tends to be the preferred scaling variable
because it leads to fewer outlier concerns than do scaling variables based on
EPS. Scaling variables based on EPS are much more likely to take on small
values (which causes the ratio to become extremely large). Share price is
typically measured at a time prior to the date that the analyst issued a forecast
(e.g., the price 10 calendar days before the forecast issued on day t, denoted
Pj,t–10). Measuring stock price prior to the date of the forecast issuance
ensures that the stock price is not affected by the news in the forecast itself.
The next most common scalar is the absolute value of the forecast, |Fj,q,t|.
Using the absolute value of the forecast (rather than the signed value of the
forecast) in the denominator preserves the direction of the forecast error
indicated by the numerator.

Forecast errors will depend on which measure of reported earnings is used
as the proxy for actual earnings, Aj,q. In their income statements and press
releases announcing earnings, companies often report more than one earnings

1To see the timing problem, consider an analyst who issues a buy recommendation and a price
target of $25 for a stock currently trading at $20 a share. The horizon for both the
recommendation and the target price is near term (i.e., 6–12 months). For purposes of this
example, ignore market movements that would affect the company’s stock price; these moves
only complicate the measurement of bias. Suppose further that 6 months after these forecasts
are made, the company’s stock price has declined to $18; after 12 months, it has increased to
$27. Relative to the 6-month-price benchmark, both the target price and the stock
recommendation are optimistic; relative to the 12-month target, the recommendation appears
correct whereas the target price appears pessimistic.
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number— to name just a few, earnings before extraordinary items; earnings
after extraordinary items; earnings before discontinued items; primary EPS;
diluted EPS; earnings before interest, taxes, and depreciation; and earnings
before special items and comprehensive income. In choosing which earnings
number to use as the benchmark, the researcher typically selects the actual
earnings number that is most closely tied, conceptually, to the earnings con-
struct that the analyst is forecasting. We revisit this issue of the “definitional
consistency” of reported earnings and forecasted earnings in later sections.

In summary, the most common measure of bias in analysts’ forecasts is
the difference between the analyst’s forecast of quarterly earnings and the
actual EPS (primary, before extraordinary items), scaled by either share price
10 days prior to the forecast date,

(1.2)

or by the absolute value of the forecast itself,

(1.3)

For both forecast-error measures, a negative value indicates optimism in
the analyst’s forecast (because the analyst predicted a higher value of earn-
ings than was realized) and a positive value indicates pessimism (because
the analyst’s forecast was below the actual earnings realized). The more
negative (positive) the forecast error, the more optimistic (pessimistic) the
forecast.

Researchers are interested in bias primarily because it is believed to
capture how analysts’ forecasting behavior is influenced by the analysts’
cognitive biases and by incentives provided by other parties that may influ-
ence the independence of the analyst. If analysts are both rational in their
processing of information and truthful in their reporting of that information,
one would expect analysts’ forecasts, on average, to exhibit zero bias. (This
is not to say that all analysts would be expected to predict actual earnings with
zero error but, rather, that one would expect a roughly equal number of
forecasts to overestimate earnings as underestimate earnings.) If analysts are
not fully rational in their processing of information, however, or if their
independence is compromised because they are encouraged (explicitly or
implicitly) to report untruthfully, one would not expect the distribution of
(signed) forecast errors to be centered at zero. As we will show in a later
section, the bulk of empirical evidence indicates that analysts’ forecasts tend

FEj q t, ,
Aj q, Fj q t, ,–

Pj t 10–,
------------------------------=

FEj q t, ,
Aj q, Fj q t, ,–

Fj q t, ,
------------------------------ .=
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to exhibit an optimism bias. That is, on average, analysts’ forecast errors tend
to be negative (i.e., forecasted earnings numbers are larger than actual
earnings numbers).

Accuracy. Forecast accuracy captures the precision of the analyst’s fore-
cast. Precision is typically measured as how far the forecast deviates, in either
direction, from the benchmark or target. Similar to bias, accuracy can, in
theory, be calculated for any attribute forecasted by analysts; it is most easily
calculated, however, for earnings forecasts (for the same reasons mentioned
for forecast bias). 

Because accuracy is concerned with only how far the forecast deviates
from the actual value (not the direction in which it deviates), measures of
accuracy focus on the absolute value of the forecast error, |FEj,q,t|, or the
squared value of the forecast error, These unsigned measures
abstract from whether the analyst’s forecast is too high or too low (relative to
reported earnings) and focus on how far the analyst’s forecast is from the
actual earnings number. Thus, forecast accuracy views a forecast of EPS that
is $0.25 above actual earnings as being as inaccurate as an EPS forecast that
is $0.25 below actual earnings. [Note, however, that when forecast accuracy
is measured by price-scaled absolute (or squared) forecast errors, the same
$0.25 deviation will be viewed as more accurate for a stock with a share price
of $30 than for a stock with a share price of $10.]

Researchers are interested in forecast accuracy for several reasons. First,
because analysts’ earnings forecasts capture sophisticated users’ expectations
of earnings based on timely information, analyst forecast accuracy is believed
to be an important determinant of the accuracy of the market’s expectation of
earnings. Thus, forecast accuracy proxies for the accuracy of the market’s
expectations (see, for example, Fried and Givoly 1982; O’Brien 1988). Second,
researchers are interested in forecast accuracy in its own right (that is, not as
a proxy for something else) because forecast accuracy provides a measure of
how well analysts perform one aspect of their jobs—forecasting targets, such
as earnings.2 Researchers also use forecast accuracy as a criterion to evaluate
whether particular disclosures or changes in accounting rules facilitate ana-
lysts’ forecasting task; for example, did analysts’ forecasts become more
accurate following the change in the rules for reporting the performance of
business segments?

2Evidence that forecast accuracy is an important factor affecting analysts’ behavior is provided
by Mikhail, Walther, and Willis (1999), who showed that analyst turnover (that is, a change in
employer) is higher for analysts whose forecast accuracy is lower that that of their peers. If
analysts are averse to turnover, this finding suggests that they are penalized for issuing
forecasts that are inaccurate relative to the forecasts made by their peers.

FE 2
j q t ., ,
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A substantial body of research shows that analysts’ earnings forecasts are
more accurate than earnings forecasts generated by mechanical time-series
models (e.g., Brown, Griffin, Hagerman, and Zmijewski 1987; O’Brien).3 This
result is perhaps not surprising given that, at a minimum, the mechanical
models are available to analysts and could be used by them. Stated differently,
how could analysts’ forecasts not be at least as accurate as forecasts from a
simple time-series model? A finding that analysts’ forecasts are less accurate
than a mechanical model’s forecasts would suggest that analysts destroy value
relative to what an investor could glean from a statistically generated forecast
of earnings. Such value destruction seems implausible in light of the size of
the security analyst industry and the amount of dollars that support the
industry and is inconsistent with what has been observed. 

Further work has shown that the greater superiority of analysts’ forecasts
is attributable to a timing advantage and to an informational advantage. In
particular, Brown, Griffin, Hagerman, and Zmijewski showed that the superi-
ority of analysts’ forecasts relative to forecasts made from time-series models
is a result of (1) analysts’ better use of information existing on the date that
the time-series data are known (an information advantage) and (2) analysts’
better use of information that arrives after this date but before actual earnings
are reported (a timing advantage).

Forecast accuracy is also used as a criterion in assessing whether and how
analysts’ forecasting behavior is affected by aspects of the forecasting task
itself, features of the company’s information environment, and attributes of the
analyst or the analyst’s work environment. Research shows that analysts’
earnings forecasts are less accurate when the forecasts are made early in the
fiscal year (that is, when the forecasts are older as measured by the number of
days they precede the earnings announcement date; see O’Brien) and when
actual earnings turn out to be a reported loss (e.g., Brown 2001; Hwang, Jan,
and Basu 1996). In terms of features of the company’s information environ-
ment, research shows that small companies, companies with relatively unpre-
dictable earnings, and companies that are complex (as measured by the
number of lines of business) result in less accurate analyst earnings forecasts
(Brown, Richardson, and Schwager 1987). In terms of properties of the analyst
and the work environment, research has examined whether more experienced

3By “mechanical model,” we mean a time-series model of earnings that is determined by
patterns existing in the company’s historical earnings series. The simplest such model is a
random walk, which posits that the best predictor of next year’s earnings is this year’s earnings.
Another commonly used mechanical model is a seasonal random walk model. This model is
typically applied to quarterly earnings and holds that the best predictor of earnings for quarter
t is earnings in quarter t – 4.
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analysts have more accurate forecasts than less experienced analysts (Mikhail,
Walther, and Willis 1997) and whether properties of the analyst’s work envi-
ronment affect analyst accuracy (Clement 1999; Jacob, Lys, and Neale 1999).

Dispersion. Both bias and accuracy are properties of individual analysts’
forecasts; that is, they can be calculated for each forecast that an analyst issues.
In contrast, dispersion is a property of the distribution of the many forecasts
prevailing at a point in time. Dispersion describes the variation among ana-
lysts’ beliefs about a given company’s future performance. It is often used as
a proxy for the degree of heterogeneity of beliefs in the market: The greater
the dispersion in analysts’ forecasts, the less the consensus about what
earnings will be.

The two most common statistics for capturing variation among forecasts
are the standard deviation of analysts’ forecasts and the coefficient of variation
of those forecasts. The standard deviation of analysts forecasts for company
j’s quarter q earnings, �(Fj,q), is the sum of the squared deviations of each
forecast value from the average forecast value: 

(1.4)

where  is the average of the N individual analysts’ forecasts of company
j’s quarter q earnings. The coefficient of variation, CV, is the standard deviation
expressed as a fraction of the mean forecast:4 

(1.5)

Larger values of �(Fj,q) and CV(Fj,q) indicate greater dispersion.
Researchers’ interests in dispersion focus on the ability of this measure to

proxy for the strength, or degree of heterogeneity, of market participants’
beliefs about earnings expectations and on dispersion as a direct measure of
the difficulty of the forecasting task. Specifically, greater forecast dispersion is
believed to reflect both more weakly held beliefs and a more difficult forecasting

4The coefficient of variation has advantages and disadvantages as a measure of dispersion. Its
main advantage is that it controls for differences in scale that might arise in comparisons of
dispersion for different companies or samples (for example, in comparing the dispersion of
analysts’ forecasts for IBM Corporation with the dispersion of forecasts for Xicor). Its main
disadvantage is that it is not defined if the mean forecast is negative. For the most part, research
generally has found that the coefficient of variation and standard deviation behave similarly as
measures of dispersion.

σ Fj q,( ) Fj q t, , Fj q,–
⎝ ⎠
⎛ ⎞

2

n 1=

N

∑ ,=

Fj q,

CV Fj q,( )
σ Fj q,( )

Fj q,
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task. Research shows, consistent with the task difficulty thesis, that companies
with more unpredictable time series of past earnings have greater forecast
dispersion than companies with highly predictable earnings series.

Newsworthiness.  Newsworthiness captures the amount of information
conveyed by the analyst’s forecast; in academic research, this construct is
often referred to as the “information content” of an event. The amount of news
conveyed by an analyst’s forecast can be measured in several ways, including
reference to the forecasted item itself and reference to market movements.
We consider each news measure in turn.

For news captured by the content of the forecast itself, researchers have
measured the “surprise” in the analyst’s forecast by the extent to which the
forecast deviates from the consensus forecast (that is, ) or from
the same analyst’s forecast issued at some earlier date t – � (that is, Fj,q,t –
Fj,q,t–�). Both measures can be thought of as measures of the amount of
revision in the analyst’s forecast. Researchers sometime refer to the revision
measure based on the consensus forecast as a measure of the “boldness” of
the analyst’s forecast, with bold forecasts reflecting larger deviations from
consensus forecasts than tentative forecasts reflect. As with forecast errors,
measures of forecast revision and boldness are typically divided by share price
to remove scale effects in the data and to facilitate aggregation across a broad
sample of companies. All else being equal, researchers expect bold forecasts
and forecasts containing large revisions from the analyst’s previous forecast
to be associated with larger changes in market expectations than are tentative
forecasts and forecasts that reiterate prior forecast information.

Some measures of newsworthiness that have been suggested are related
to market movements. That is, the news in the forecast is captured by changes
in market expectations, as reflected in the company’s stock price movement
around the forecast release date. Forecasts that convey large amounts of
favorable (unfavorable) information should be associated with large positive
(large negative) movements in stock prices. Implicit in these indirect mea-
sures of forecast news is that by measuring the price reaction over a narrow
window of time centered on the forecast disclosure date, the researcher
identifies the stock price movement that is uniquely associated with the news
in the analyst’s forecast. Of course, whether the assumption of uniqueness is
reasonable depends on whether other disclosures or events occurred at the
same time as the analyst’s forecast. Common concurrent disclosures include
earnings announcements (Stickel 1989 showed that analyst forecast activity
increases in response to earnings announcements) and other analysts’ reports
(some research suggests that analyst forecast activity resembles “herd”
behavior; we review the herding literature in Chapter 4).

Fj q t, , Fj q,–
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Researchers are interested in the newsworthiness of analysts’ forecasts for
several reasons. First, revisions in analysts’ forecasts are often used as a proxy
for how individual market participants respond to a given event or disclosure.
These types of analyses complement research that examines how aggregate
market behavior (as reflected in stock prices) responds to the same event.
Second, measures of the newsworthiness of analysts’ forecasts provide assess-
ments of the “value added” by analysts. If analysts’ forecasts contain abundant
new information about earnings, researchers would expect to observe large
values (positive and negative) of revision activity and boldness. By examining
the market reactions to forecasts, researchers can assess the extent to which
investors believe that analyst forecasts convey new information.

Within this second body of literature (on the value added by analysts),
research has shown that investors react in the predicted manner to the news
in analysts’ earnings forecasts. Positive (negative) price reactions can be
observed in response to good (bad) news, with the extent of the price move-
ment increasing in accord with the amount of the news conveyed by the analyst
report (e.g., Brown, Foster, and Noreen 1985; Givoly and Lakonishok 1979; and
Lys and Sohn 1990). For example, reports containing larger (smaller) revisions
in EPS forecasts are generally met with larger (smaller) price responses.

Research has shown that other elements of analysts’ reports, such as stock
recommendations, also convey news, as indicated by upward (downward)
price movements following revisions to buy or strong buy (to sell or strong
sell) recommendations (e.g., Elton, Gruber, and Grossman 1986; Womack
1996). Research on the relative effects of the news in stock recommendations
and the news in earnings forecast revisions has indicated that these elements
of the analyst’s report separately influence stock returns (Francis and Soffer
1997). Finally, a recent study by Asquith, Mikhail, and Au (forthcoming 2004)
found that the qualitative justifications that analysts include in their reports to
support their earnings forecasts are at least as important in terms of news
content as stock recommendations. 

In short, research has found that analysts’ reports, taken as a whole or in
individual components, move share prices in the predicted directions.

Extending this literature, researchers have attempted to use tests of
market reactions to discern whether investors “see through” some lack of
independence on the part of an analyst. In this approach, the research design
partitions market reactions to forecasts by the extent of the independence of
the analyst issuing the forecast. The objective is to assess whether “affiliated”
analysts’ forecasts (that is, forecasts made by analysts who have strong ties
with the followed company, such as those created by underwriting or invest-
ment banking relationships) are associated with different market responses
from the forecasts of unaffiliated analysts following the same company. Most
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research studying these differences has found weaker reactions to affiliated
analysts’ forecasts, which suggests that investors discount the news conveyed
by affiliated analysts’ forecasts. Thus, investors may indeed recognize at least
some of the security analyst’s dependence on employer ties. We describe this
research in Chapter 2.

Evidence on Forecast Properties, 1980–2002
To gain a better sense of the four previously discussed properties of analysts’
forecasts, we calculated measures of bias, accuracy, dispersion, and newswor-
thiness for all analysts’ EPS forecasts available in the Zacks Investment
Research database in 1980–2002. 

Bias.  Turning first to bias, we calculated the signed realized forecast
error for analyst i’s year t forecast for company j (adjusted for stock splits and
stock dividends) as 

FEj,q,t = Aj,q – Fj,q,t, (1.6)

where Aj,t is company j’s year t EPS before discontinued operations, extraor-
dinary items, and the cumulative effects of any accounting changes (Com-
pustat annual data item #58) and Fi,j,t is analyst i’s year t forecast for company j. 

To aggregate forecast errors across companies of different sizes, we
scaled by share price 10 trading days before the Zacks forecast release date.
This calculation yielded a price-deflated measure of forecast bias: 

(1.7)

We also scaled by the absolute value of the forecast, and this calculation
yielded a forecast-deflated measure of forecast bias:

(1.8)

Because analysts’ forecasts differ by the horizon of earnings being fore-
casted, we report results in terms of years—current-year earnings (fiscal year
t, denoted FY0), one-year-ahead earnings (year t + 1, FY1), and two-year-ahead
earnings (year t + 2, FY2). For current-year forecasts, we also distinguished
between forecasts based on their age, with age measured as the number of
calendar days between the forecast release date and the FY0 earnings
announcement. We separately examined the “most current FY0” forecasts

Biasj q t, , FEj q t, ,=

Aj q, Fj q t, ,–

Pj t 10–,
------------------------------.=

Biasj q t, , FEj q t, ,=

Aj q, Fj q t, ,–

Fj q t, ,
------------------------------.=
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(i.e., those less than 90 days old). In total, the sample consisted of 940,014
forecasts of FY0 earnings (of which 162,456 were most current), 593,879 FY1
forecasts, and 35,034 FY2 forecasts. The descriptive evidence about forecast
optimism gleaned from this study is presented in Table 1.1. 

In Table 1.1, the mean price-scaled and forecast-scaled forecast errors for
all forecasts are reliably negative, indicating that, on average, analysts’ earn-
ings forecasts were optimistic over this sample period. For example, for FY0
forecasts, on average, the earnings forecasted (scaled by forecast) were overly
optimistic by 92.53 percent (Panel B) or about 2.48 percent of share price
(Panel A). The large mean values for the forecast-scaled forecast errors in
Panel B suggest the presence of small EPS figures in the sample.5

Table 1.1 also reveals that the extent of optimism increases with a length-
ening forecast horizon: FY2 forecast errors are significantly more optimistic
than those for FY1 (the difference is –122.26 percent versus –97.91 percent).
FY1 forecasts are themselves more optimistic than FY0 forecasts, which in
turn, are more optimistic than the most current FY0 forecasts. All differences
in Table 1.1. are significant at the 10 percent level. 

Panel C of Table 1.1 presents evidence on the pervasiveness of analyst
optimism as captured by the percentage of observations for which the forecast
error was negative.6 Again, the optimism of analysts’ forecasts as a percentage
of forecasts increases with the horizon for which the forecast is being made.
Consistent with the newest forecasts showing the least optimism, the fre-
quency of negative forecasts errors in the most current FY0 category is 60.7
percent, significantly less than the 68.8 percent reported for all FY0 forecasts.

Based on recent evidence (described in Chapter 3) that suggests changes
in the patterns of optimism in analysts’ forecasts over time, we also examined
trends in annual mean forecast errors. Specifically, using the data in Table 1.1,
we estimated a simple regression of forecast errors on a trend variable, Trendt,
which was calculated as Year t – 1979. The regression equation is

FEj,q,t = �0 + �1Trendt + ej,q,t , (1.9)

where ej,q,t is the residual. The results of this analysis are shown in Table 1.2. 

5That is, $0.02 of forecast bias represents a large proportion of the forecast when expected EPS
are small and/or when actual earnings are negative. For example, suppose actual earnings are
–$0.05 per share and forecasted earnings are $0.02 per share. The forecast-scaled forecast error
for this observation will be (–0.05 – 0.02)/|0.02| = –350%.
6Note that because the denominator in the scaled forecast-error metric is always positive,
regardless of whether one uses the stock price or the absolute value of the earnings forecast,
measures of pervasiveness are the same for the price-scaled and the absolute-forecast-scaled
measures of bias. Stated differently, pervasiveness is determined by the sign of the numerator,
which is the same for all measures of signed forecast errors.
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We report the point estimates for the intercept, , which reflects the
average signed forecast error over the sample period, after the trend was con-
trolled for, and for the slope coefficient on Trend, , which reflects the average
trend per year in forecast errors. Note first that the intercept values are consistent
with those in Table 1.1; that is, on average, all forecast horizons indicate opti-
mism, with the degree of optimism increasing with the forecast horizon. 

Turning next to the coefficient estimates on any trend variable, note that,
although Table 1.2 provides some evidence of increases in optimism for FY0
forecasts over time, the trend reverses for FY1 and FY2 forecasts. The
statistical significance of some of these trends indicates the trend is reliably
different from zero (particularly for most current FY0 forecasts), but the
economic significance of the trends is modest.7

Research has shown that the presence in the total pool of forecasts for
companies that experienced losses has a dramatic effect on perceptions of bias
in analysts’ forecasts. In particular, Brown (2001), Dowen (1996), and Hwang
et al. found that forecasts for companies that experienced losses during the year
(“loss companies”) are more optimistic than forecasts for companies that were
profitable (“profit companies”). To see whether loss companies drive the opti-
mism observed in Table 1.1, we partitioned the sample by whether the company
reported a loss in year t. We report the results of this partitioning for FY0
forecast errors in Table 1.3. For purposes of this analysis (and all subsequent
analyses described in this chapter), we focus on price-scaled forecast errors
(the results for forecast-scaled metrics were similar in all respects). 

The mean forecast errors reported in the bottom row of Table 1.3 make
clear that, on average in our sample period, loss companies led to significantly
more optimistic forecast errors (–9.36 percent of share price) than did profit
companies (–0.94 percent of share price). That is, the average optimism we
found for loss companies was 10 times the average optimism found for profit
companies. The fraction of forecasts that were optimistic (pessimistic) is also
significantly larger (smaller) for loss companies than for profit companies.

Table 1.2. Trends in Signed Forecast Errors over Time, 1980–2002

Statistic Most Current FY0 All FY0 FY1 FY2
Intercept –0.0035 –0.0177 –0.0466 –0.0656

t-Statistic –1.56 –5.50 –9.06 –14.66

Trend –0.0008 –0.0005 0.0005 0.0009
t-Statistic –5.20 –2.08 1.23 2.55

7As we describe in more detail in the section “Components of Forecast Errors,” drawing
conclusions about changes in optimism over time is difficult because of shifts over time in the
definitions of “earnings” being forecasted and being reported as target earnings numbers.

â0

â1
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Finally, in unreported tests, we assessed whether the trend in forecast errors
over time differs between loss and profit companies. We found no discernible
trend in the mean forecast errors of profit companies but found a significant
upward trend for loss companies. This result suggests that, over time, forecast
errors of loss companies have become less optimistic.

Accuracy. Now consider forecast accuracy, which we measured as the
absolute value of the signed price-scaled forecast error, Accj,q,t, which was
calculated as

(1.10)

Table 1.3. Signed Forecast Errors Partitioned by Loss, 1980–2002
A. Profit Companies B. Loss Companies

Year Mean FE Optimistic Pessimistic n Mean FE Optimistic Pessimistic n

1980 –0.0069  51.9%  46.8%  6,911  –0.1199  82.6% 17.4%  121
1981 –0.0121 63.9 35.1  11,362  –0.1271 95.9 4.2  217
1982 –0.0197 74.9 23.7  14,845  –0.1423 91.9 8.0  1,211
1983 –0.0103 64.2 33.8  14,776  –0.1063 90.3 9.4  1,308
1984 –0.0130 67.0 30.7  15,958  –0.1796 96.8 3.1  1,173
1985 –0.0133 69.1 28.4  16,870  –0.1454 96.7 3.2  2,662
1986 –0.0093 65.2 32.4  19,151  –0.1392 95.6 3.8  3,585
1987 –0.0075 57.4 39.9  21,480  –0.1056 88.3 10.7  2,254
1988 –0.0060 53.8 43.4  28,989  –0.1230 91.7 8.1  2,575
1989 –0.0116 64.0 33.4  25,535  –0.1178 91.8 7.7  2,465
1990 –0.0126 66.9 30.0  30,128  –0.1463 96.0 3.6  4,139
1991 –0.0099 66.8 30.3  32,616  –0.1199 93.2 6.5  6,690
1992 –0.0081 63.5 33.3  38,341  –0.1081 94.7 4.9  8,286
1993 –0.0085 63.3 33.3  45,060  –0.0950 89.4 9.7  8,056
1994 –0.0057 53.8 42.8  51,031  –0.0837 87.2 12.3  6,453
1995 –0.0094 61.2 35.0  51,449  –0.0928 88.4 10.8  8,047
1996 –0.0074 60.2 36.3  54,198  –0.0854 86.3 12.6  9,895
1997 –0.0076 62.0 34.4  50,589  –0.0809 87.6 11.5  12,083
1998 –0.0105 71.2 26.1  48,454  –0.0822 90.0 9.3  13,701
1999 –0.0078 63.5 33.7  51,302  –0.0605 81.6 17.3  12,773
2000 –0.0089 66.3 31.1  47,838  –0.0674 87.1 12.3  17,408
2001 –0.0145 78.2 19.5  44,820  –0.0954 89.6 9.8  25,715
2002 –0.0096 69.1 28.0  46,340  –0.0992 88.0 11.1  21,154
Average for 

period –0.0094  64.3%  32.7%  768,043  –0.0936  89.0% 10.3%  171,971

Note: Forecast errors scaled by price.

Accj q t, , FEj q t, ,=

Aj q, Fj q t, ,–

Pj t 10–,
------------------------------ .=
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Recall that this measure is an inverse measure of accuracy, so larger values
indicate less precise forecasts. Mean values of Acc are shown for each of the four
forecasts in Table 1.4. These results clearly show that absolute forecast errors
increase as the forecast horizon increases. The increasing values indicate that
analysts are less precise in forecasting earnings farther in the future.

We also probed the trend in forecast accuracy (not tabulated here). For
both current forecasts (FY0) and one-year-ahead forecasts (FY1), we found
weak evidence of an increasing trend; for FY2 forecasts, however, regression
tests showed a significant decline, of about –0.0009 per year (significant at the
10 percent level). The decline in absolute forecast errors means that over the
past 23 years, analysts have become, on average, more accurate at forecasting
two-year-out earnings.

Table 1.4. Absolute Forecast Errors, 1980–2002

Year Most Current FY0 All FY0 FY1 FY2
1980 0.0110 0.0224 0.0439 0.0808
1981 0.0126 0.0249 0.0669 0.0907
1982 0.0139 0.0356 0.0684 0.0653
1983 0.0135 0.0262 0.0455 0.0682
1984 0.0199 0.0324 0.0640 0.0883
1985 0.0227 0.0368 0.0630 0.0653
1986 0.0234 0.0363 0.0413 0.0531
1987 0.0193 0.0256 0.0379 0.0498
1988 0.0178 0.0271 0.0433 0.0635
1989 0.0169 0.0293 0.0515 0.0689
1990 0.0207 0.0353 0.0599 0.0672
1991 0.0225 0.0344 0.0522 0.0587
1992 0.0226 0.0316 0.0435 0.0464
1993 0.0208 0.0280 0.0341 0.0518
1994 0.0178 0.0239 0.0413 0.0544
1995 0.0162 0.0275 0.0438 0.0626
1996 0.0178 0.0263 0.0427 0.0654
1997 0.0188 0.0278 0.0470 0.0584
1998 0.0218 0.0321 0.0425 0.0577
1999 0.0205 0.0268 0.0454 0.0621
2000 0.0232 0.0319 0.0575 0.0569
2001 0.0367 0.0484 0.0604 0.0583
2002 0.0350 0.0437 0.0350 —

Total 0.0217 0.0319 0.0482 0.0596

Note: Forecast errors scaled by price.
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Dispersion. Information about the dispersion of analysts’ earnings fore-
casts is reported in Table 1.5. The data are for the standard deviation in
(undeflated) earnings forecasts issued for FY0. For these tests, we restricted
attention to companies that had at least five forecasts of FY0 in the Zacks
database in year t, with t = 1980 . . . 2002. Table 1.5 shows that the number of
companies meeting this requirement increased significantly from 1980 to
1998. For the entire sample period, the mean standard deviation of earnings
forecasts was 0.5461 (median of 0.3694); therefore, given that for most distri-
butions 94 percent of all observations fall within ±2 standard deviations from
the mean, these data indicate that 94 percent of analysts’ forecasts for a given
company were within a mean value of about $1.09 (median of $0.74) per share.

Table 1.5. Forecast Dispersion, 1980–2002

Year Mean Median No. of Companies
1980  0.5136 0.3119 748
1981  0.5608 0.3901 992
1982  0.4995 0.3306 1,264
1983  0.4870 0.3116 1,467
1984  0.3802 0.2388 1,604
1985  0.4035 0.2533 1,636
1986  0.4185 0.2539 1,813
1987  0.4111 0.2365 1,977
1988  0.3164 0.1962 2,138
1989  0.3521 0.2046 2,046
1990  0.3676 0.1939 2,124
1991  0.3094 0.1821 2,261
1992  0.3008 0.1762 2,576
1993  0.2748 0.1620 2,895
1994  0.2346 0.1441 3,364
1995  0.2351 0.1531 3,511
1996  0.2421 0.1545 3,768
1997  0.2269 0.1415 4,033
1998  0.2491 0.1554 4,269
1999  0.2234 0.1411 4,067
2000  0.2464 0.1524 3,768
2001  0.2843 0.1718 3,312
2002  0.2062 0.1207 3,021

Average for 
period

 0.5461 0.3694 10,135

Note: Forecast errors scaled by price.
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When we inspected the results for individual years and conducted a trend
analysis (not tabulated here) similar to that performed for forecast errors, we
found declines in forecast dispersion from 1980 to 2002 (the downward trends
in both mean and median dispersion measures were significant at the 1
percent level). These data suggest a trend over time toward increasing
consensus in analysts’ forecasts for a given company. In particular, at the start
of the sample period, 94 percent of analysts’ forecasts were within $1.02 per
share of the mean estimate; by the end of the sample period, 94 percent were
within $0.41 per share.

Newsworthiness.  Finally, we documented the newsworthiness of ana-
lysts’ reports in the 1980–2002 period. We measured newsworthiness as the
absolute value of the market-adjusted return on the day the analyst report was
issued. For all analyst reports in our sample for companies for which we also
had stock return data, we calculated the mean and median returns on report
days and then aggregated the means and medians by year and in total. The
results are reported in Table 1.6. The trend in newsworthiness in this period
is evident from the data. In addition, we regressed the mean (and median)
values of the absolute return on Trend. For mean absolute returns, the average
increase in market reactions was 0.12 percent a year, significant at the 10
percent level; for median absolute returns, the yearly increase was smaller
(0.06 percent a year) but still reliably different from zero at the 10 percent
level. Thus, over the past 23 years, analysts’ forecasts have conveyed increas-
ingly more information to the market. This finding is consistent with the
findings of Francis, Schipper, and Vincent (2002).

Section Summary.  Our analyses of a large sample of analysts’ earnings
forecasts in the 1980–2002 period lead to the following conclusions: First,
analysts’ earnings forecasts are optimistic and the extent of optimism is
greater for companies that have experienced losses in the current year than
for profitable companies. The optimism increases as the forecast horizon
increases. Second, over the 23-year sample period, we found
• no trend in optimism for current-year forecasts, 
• a marked increase in the accuracy of farther-out earnings forecasts, 
• a decline in dispersion, and 
• a significant increase in the newsworthiness of analysts’ forecasts.

Data Providers
As indicated by the definitions of forecast bias and forecast accuracy, studies
examining analysts’ forecast errors require a forecast measure and a measure
of actual earnings. Research into the properties of analysts’ earnings forecasts
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exploded with the availability of databases that provide information on these
components. Although many of these databases provide forecasts of multiple
attributes of a company’s financial performance and provide up-to-date esti-
mates that can be used as inputs into investing decisions, the discussion that
follows focuses on the historical data typically used to calculate forecast errors.
Historically, four databases—I/B/E/S, First Call, Zacks, and Value Line—
have frequently been used for both forecast estimates and actual earnings. In
addition to these providers of estimates, researchers have relied on Com-
pustat for GAAP-based earnings and earnings components.

Because the validity of inferences drawn from measuring the properties
of earnings forecast error depends on the appropriateness of the individual
components of the metric, the characteristics of the data provided by the
analyst-tracking services is an important consideration. One of the key
attributes is the nature of earnings being forecasted. Analysts may estimate

Table 1.6. Newsworthiness of Analysts’ 
Reports: Absolute Market-Adjusted 
Returns, 1980–2002

Year Mean Median
1980 0.0148 0.0107
1981 0.0145 0.0100
1982 0.0161 0.0110
1983 0.0152 0.0105
1984 0.0149 0.0097
1985 0.0144 0.0095
1986 0.0162 0.0108
1987 0.0192 0.0125
1988 0.0149 0.0099
1989 0.0139 0.0092
1990 0.0187 0.0117
1991 0.0192 0.0124
1992 0.0186 0.0118
1993 0.0180 0.0118
1994 0.0177 0.0113
1995 0.0176 0.0110
1996 0.0194 0.0120
1997 0.0261 0.0153
1998 0.0326 0.0187
1999 0.0362 0.0208
2000 0.0473 0.0274
2001 0.0426 0.0234
2002 0.0371 0.0198

Average 0.0220 0.0135
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earnings on a basic or a diluted basis, and they may include or exclude various
components of earnings, such as extraordinary items, discontinued opera-
tions, and nonrecurring and/or nonoperating items. These issues are impor-
tant not only for research into individual analysts’ forecasts but also for
research that uses consensus forecasts. In particular, when compiling consen-
sus forecasts, the analyst-tracking service must ensure that all analysts are
forecasting earnings on a similar basis.

A key theme of this section is the importance of the comparability between
measurement of the earnings forecast and measurement of the actual earnings
number to the assessment of the properties of analysts’ forecasts. The forecast
and the actual earnings should be consistent in terms of the components of
the earnings included. In addition, when a company has experienced stock
splits or dividends, forecast and actual data must be presented on a consistent
basis. In the remainder of this section, we summarize the main providers of
data that are used in analyst-based research.

I/B/E/S. As one of the earliest sources of analyst data made publicly
available, I/B/E/S (originally, Institutional Brokers Estimate System) is the
data source for much of the research on analysts’ forecasts. The firm of Lynch,
Jones, and Ryan began to collect earnings estimates from the major brokerage
firms in 1971. In July 1972, they printed the first I/B/E/S monthly consensus
report. Only print reports were available until 1980, when the company offered
its first electronic database. In 1986, Lynch, Jones, and Ryan and I/B/E/S
were acquired by Citibank, and after a series of intermediate acquisitions, the
Thomson Corporation acquired I/B/E/S in the fall of 2000. (Thomson also
owns First Call.)

I/B/E/S produces summary consensus data (the Summary File) and
detailed analyst-by-analyst records (the Detail File). The Summary File con-
tains one record per company for each forecast period (fiscal year or quarter)
for which forecasts were made. The file identifies the fiscal period and includes
information on the number of estimates included in the consensus, the
number of upward and downward revisions since the last report, the mean
and median consensus estimates, the standard deviation of the estimates, and
the high and low estimates. In addition, the Summary File indicates the date
on which the summary statistics were calculated; this information allows one
to assess the timeliness of the consensus measures. The Detail File contains
individual-analyst estimates for as many as five FY periods and four quarterly
forecasts and long-term growth estimates for each security followed. The file
includes, among other information, an analyst code and a broker code, an
indicator of the fiscal period being forecasted, the date of the estimate, and
the earnings estimate itself.
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I/B/E/S allows the majority of the analysts to dictate whether the forecast
is reported as diluted EPS or basic EPS. If an analyst reports a forecast on a
basis that is inconsistent with the majority of analysts reporting on a given
company, I/B/E/S uses a dilution factor to make that analyst’s estimate
conform to the norm.8 Typically, analysts reporting to I/B/E/S forecast
diluted earnings on a “continuing operations” basis. Examination of the data
also indicates that since at least 1998, most earnings data have been reported
on a diluted basis (Brown and Sivakumar 2001, p. 7).

With regard to the nature of earnings, forecasts reported to I/B/E/S
generally represent the analyst’s forecast of earnings before the consideration
of discontinued operations, extraordinary items, the cumulative effect of
changes in accounting method, and other nonoperating items. I/B/E/S states:

Earnings from operations means diluted earnings excluding all extraordinary items
(specifically, those items defined by the accountants as extraordinary such as cumu-
lative effect of an accounting change, early debt redemption, etc.), and excluding
certain non-recurring, non-operating items (but not extraordinary by accounting
definition) that a majority of the contributing analysts want to exclude (usually
footnote items such as most restructuring charges, acquisition charges, or asset
sales gains or losses). There is no “right” answer as to when a non-extraordinary
charge is nonrecurring or non-operating and deserves to be excluded from the
earnings basis used to value the company’s stock. We believe the “best” answer is
what the majority wants to use, in that the majority basis is likely what is reflected in
the stock price. (I/B/E/S 2001, p. 7) 

In addition to tracking analysts’ estimates, I/B/E/S provides actual earn-
ings for each fiscal period. The actual earnings numbers reported by I/B/E/S
do not, however, represent a company’s earnings as reported under GAAP.
Rather, I/B/E/S attempts to adjust reported earnings so they are stated on a
basis that is comparable to the basis on which analysts forecast earnings. By
and large, the result is that actual earnings are reported after the effects of
discontinued operations, extraordinary charges, and other nonoperating items
have been removed. For this reason, earnings reported by I/B/E/S often
disagree with a company’s published actual earnings (e.g., earnings figures
reported by Compustat).

8Analysts indicate whether they are forecasting basic or diluted EPS. If an analyst’s forecast is
received with a different indicator from the one the analyst used in the past, the Detail File
adjusts it for consistency across time. In the Summary File, analysts’ forecasts are adjusted to
be on the same basis (basic or diluted) and so indicated in the database. I/B/E/S computes
and stores a dilution factor for each company, which measures the difference between basic
and diluted EPS. The dilution factor is based on the ratio of a company’s last reported actual
basic EPS to its last reported diluted EPS. If an individual analyst follows a company on a fully
diluted (basic) basis whereas the majority of the analysts are forecasting basic (fully diluted)
EPS, the one analyst’s estimates are multiplied (divided) by the dilution factor. I/B/E/S
provides the adjustment factor so that consensus forecasts can be obtained on either basis.
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To maintain consistency and comparability among estimates, I/B/E/S
employs a staff to examine forecasted and actual earnings for stock splits,
extraordinary items, accounting changes, anomalies, and inconsistencies. In
the event of a stock split, I/B/E/S immediately adjusts both current and
historical estimates and actual data to consistently reflect the current capital-
ization. The dates of stock splits and the split factor are reported so users of
the data can adjust the numbers back to their presplit levels if desired.9

First Call.  First Call originated in 1984 as an electronic distributor of
analyst meeting notes, and it began gathering and reporting earnings data in
1990. Similarly to I/B/E/S, First Call provides both summary and individual-
analyst data. The summary data include (among other items) the end date of
the fiscal period, the date on which the consensus forecast was calculated, the
consensus mean and median earnings estimates, the standard deviation of the
estimates, the number of estimates composing the consensus, the number of
estimates raised and lowered since the last report, and the high and low
forecasts. First Call computes new summary statistics each time a broker
begins or ends coverage of a security, revises an estimate, or begins or ends
participation in First Call’s database. Only the most recent estimate made by
each broker is used in the calculation of the summary statistics. Individual
broker data include a number that identifies the broker, the fiscal-period end
date, the date on which the estimate was made, the estimate itself, and the
estimate source. The majority of estimates come from broker notes or via
electronic transmission; other estimates come from weekly and monthly
update files or through interaction with an analyst.

Earnings estimates and actual earnings from First Call are generally
reported on a diluted basis. First Call reports both the forecasted and actual
earnings after adjusting for items that the majority of analysts deem to be
nonoperating and/or nonrecurring. (Items that qualify as extraordinary
under GAAP standards are always excluded from earnings estimates and
reported earnings.) Presumably, items that analysts include in their earn-
ings forecasts are those analysts believe to be the most relevant for valuation

9Payne and Thomas (2002) investigated the use of I/B/E/S stock-split-adjusted data for the
1984–99 period. They reported that I/B/E/S stock-split adjustments have traditionally been
rounded to the nearest penny (e.g., EPS of both $0.99 and $1.01 will be adjusted to $0.25 in a 4
to 1 stock split). Given the $0.25 postsplit EPS and the 4 to 1 adjustment factor, both EPS
numbers would be adjusted back to $1.00. The authors noted that such rounding may have
implications for research that uses split-adjusted earnings to calculate forecast errors.



Security Analysts’ Forecasting Behavior

©2004, The Research Foundation of CFA Institute 21

purposes.10 If analysts anticipate a significant nonextraordinary charge or
gain that might be viewed as nonrecurring or nonoperating, their reports
will often indicate whether they are including the item in (or excluding it
from) their forecasts. From these disclosures, First Call ascertains the
inclusion/exclusion decisions of the majority of the contributing analysts
and prepares a footnote indicating the type of nonrecurring item, the size of
the item, the period affected, and whether it was included or excluded by
the majority of analysts.

First Call data also include a file with reported actual earnings. A corpo-
ration’s actual reported earnings are adjusted to reflect the basis used by the
majority of the analysts in their estimates. As a result, comparisons of actual
earnings with forecasted earnings for a given company should be definition-
ally consistent. All forecasted and actual earnings numbers are adjusted for
stock splits and dividends. The database contains information on the split
factor so users of the data can convert numbers to a presplit basis if desired.11 

In the fall of 2000, Thomson Corporation acquired I/B/E/S as part of its
acquisition of Primark. Thomson maintained the I/B/E/S and First Call data-
bases separately until 2002, when Thomson began to integrate the two data-
bases. According to Chuck Hill, director of research at First Call, the historical
data that carry forward into the single database will be the I/B/E/S data.

Zacks Investment Research.  Zacks historical data for fiscal-year and
long-term earnings growth estimates begin in 1978; for quarterly estimates,
in 1981; and for stock recommendations and earnings surprises, in 1984. As
I/B/E/S does, Zacks produces historical files of time-series data on a consen-
sus (summary) basis and for individual analysts. For each fiscal period cov-
ered in the Summary File, the mean estimate, a 30-day consensus estimate,
the standard deviation of the estimates, and the number of forecasts compos-
ing the consensus are provided. The file also reflects the number of analysts
raising or lowering their forecasts since the publication of the last report. The
Individual Estimate History File contains (among other variables) codes

10Using First Call footnote information, which provides details about which items are excluded
and included from First Call forecasts, Gu and Chen (2003) examined the valuation implications
of items that analysts choose to include/exclude from their forecasts. They noted, first, that both
included and excluded items have increased in frequency and that the majority (approximately
64 percent) of both included and excluded items are losses. Their main tests showed that the
items analysts keep in their forecasts are valued significantly more by investors than items they
exclude from their forecasts. Their results suggest that analysts are successful in including the
more value-relevant items and excluding items that are less relevant to investors.
11The rounding issue raised by Payne and Thomas with respect to I/B/E/S split adjustments
is also a factor for First Call data, as documented by Baber and Kang (2002).
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identifying the analyst and the broker who employs the analyst, the date of
the analyst’s forecast, the fiscal period for which the forecast was being made,
the analyst’s prior forecast, and the analyst’s current forecast.

In response to interest in whether a company meets, beats, or misses the
market’s earnings expectation, Zacks developed the Earnings Surprise His-
tory File, a separate database that contains records specifically designed to
facilitate assessments of earnings surprises. The records in this file include,
among other items, company identification information, the fiscal-quarter-end
data, the report date, the actual reported EPS, the consensus EPS estimate for
the fiscal quarter as of the report date, and the earnings surprise.

Zacks documentation indicates that all per share data, estimated and
actual, are provided on a primary basis. Although analysts may provide
forecasts on a diluted basis, these data are converted by Zacks to primary
equivalent shares prior to inclusion in the consensus. The Zacks individual
estimate database is also maintained on a primary basis to facilitate analyst-
to-analyst comparability. Zacks documentation further indicates that both
earnings estimates and actual reported earnings are measures of earnings
from continuing operations and are “maintained in conformance with a pro-
prietary definition of operating EPS before extraordinary and nonrecurring
and special items” (Zacks History Files 1999, p. 1) and are definitionally
comparable. Zacks removes from earnings all items that qualify as extraordi-
nary under Accounting Principles Board (APB) Opinion No. 30; they note,
however, that many “unusual” items that do not qualify as extraordinary under
APB No. 30 are also excluded from Zacks reports.

Zacks reports earnings forecasts and realizations on a consistent split-
adjusted basis. This procedure ensures that forecast data are provided on a
comparable basis through time in the event of a stock split or dividend. Zacks
also produces unsplit data by reversing its cumulative split-adjustment process.

Value Line.  Some researchers have used earnings estimate and actual
earnings data from the Value Line Investment Survey. Value Line data were
available in hard copy format long before I/B/E/S, Zacks, or First Call
databases and, therefore, were used in some of the early research on analyst
forecasting behavior. Value Line data are unique in that Value Line is not
affiliated with any bank, broker, or insurance company. It does not sell
securities or have any revenue source tied to securities transactions. The
corporations whose stocks are covered compensate neither Value Line nor
the individual analysts following the company. All Value Line revenues come
from fees collected from subscribers. As a result of this independence, any
bias in Value Line analyst forecasts cannot be attributed to analyst desires to
attract revenue-generating business in the form of investment banking fees
or brokerage commissions.



Security Analysts’ Forecasting Behavior

©2004, The Research Foundation of CFA Institute 23

Another unique and desirable feature of Value Line data is the breadth of
forecasts reported. When a Value Line analyst updates coverage of a given
stock, the analyst provides annual estimates of many different measures, includ-
ing sales, operating margins, net profit margin, tax rates, cash flows, capital
investments, earnings, and dividends. Annual earnings forecasts are made for
one and two years out, and a forecast is made of the average for the three-year
to five-year time frame. In addition, Value Line continually revises and updates
quarterly sales and earnings forecasts for the current year and one year out.

Offsetting these desirable features of Value Line forecasts are the selectiv-
ity in Value Line coverage and the lag between forecast dates and actual
earnings report dates. Specifically, the Value Line Investment Survey is pub-
lished weekly and covers approximately 1,700 stocks in more than 90 indus-
tries. The stocks selected by Value Line for coverage represent those stocks
that Value Line believes are of the most interest to Value Line subscribers. Each
week, on a predetermined schedule, Value Line prepares an in-depth analysis
of about 130 companies in seven or eight industries. This rotating evaluation
system results in forecasts for each company being updated once every 13
weeks. As a result, forecasts for some companies are as much as 13 weeks old
at the time of the earnings release. Given that analysts’ forecasts are known to
contain more information as the announcement date nears (the timing advan-
tage referred to previously), this lag probably reduces forecast accuracy.

Although Value Line does not dictate how analysts should treat different
components of earnings, actual and forecasted EPS data generally exclude
discontinued operations and extraordinary items and may also exclude non-
recurring items. With the forecasts, an analyst provides a commentary and
footnotes, which frequently indicate the components of earnings included in
the forecast (and, subsequently, in the actual reported earnings) and indicate
whether the forecast is of basic or diluted EPS. 

Compustat.  Unlike the other databases reviewed, Compustat is not a
source of analysts’ forecasts but a source of (actual) reported earnings. We
describe the earnings figures contained in Compustat because researchers
often use Compustat data for the actual (reported) earnings numbers in their
studies.

Compustat has traditionally reported basic and diluted EPS both before
and after the effects of (as defined by GAAP) discontinued operations, extraor-
dinary items, and the cumulative effect of accounting changes. Beginning in
1988, Compustat also began reporting “EPS from operations.” Basic (diluted)
operating EPS represents basic (diluted) EPS adjusted to remove the effects
of all nonrecurring items, including the cumulative effect of accounting
changes, discontinued operations, extraordinary items, special items, and
nonrecurring items. 
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As of this writing, the combined Compustat quarterly and annual files
report 14 variations of EPS, including various permutations of annual EPS as
reported, 12-month moving EPS (EPS applicable to the last 12-month period),
and EPS restated up to 10 years for acquisitions, accounting changes, discon-
tinued operations, and/or stock splits/dividends occurring through the end
of the most recent fiscal year.

A researcher’s use of actual Compustat earnings data is appropriate only
if the researcher believes that analysts are, in fact, attempting to forecast the
particular Compustat measure of earnings. 

Components of Forecast Errors
Researchers investigating questions that rely on measures of earnings fore-
cast errors must be aware of the characteristics of both the earnings estimates
and the actual reported earnings. Specifically, if analysts are forecasting a
different form of earnings from that represented in the actual earnings num-
ber, the resulting forecast error will not be an appropriate measure of the
earnings surprise. Such differences are compounded by within-analyst and
across-analyst differences in the treatment of items to include/exclude from
earnings and from shifts over time in what is included/excluded. 

Skantz and Pierce (2000) showed that analysts do not always treat similar
items consistently when forecasting earnings. In addition, over time, shifts in
the nature of earnings being forecasted and reported may affect inferences
drawn from longitudinal studies of forecast errors. 

In this section, we summarize the results of research into how changes
in the definition of earnings (used by analysts in forecasting earnings and by
analyst-tracking services in determining the target earnings number being
forecasted) affect inferences drawn from forecast errors. We then review
research into how specific features of the distributions of forecast errors,
depending on how and whether a researcher accounts for extreme observa-
tions in the data, might lead researchers to draw dramatically different
conclusions.

Definitional Consistency.  The apparent goal of most analysts whose
forecasts appear in the databases examined by researchers is to forecast some
measure of operating earnings. As the nature of the earnings number being
forecasted has changed, the analyst-tracking services have responded by
altering the actual reported EPS number to match the earnings being fore-
casted. Although the specifics differ by data provider, all three of the primary
database providers acknowledge their efforts to focus on operating earnings
in both their forecasts and reported actuals. 
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Numerous studies have documented differences between GAAP earnings
numbers and earnings numbers reported by the analyst-tracking services
(e.g., Abarbanell and Lehavy 2002; Bhattacharya, Black, Christensen, and
Larson 2003; Bradshaw and Sloan 2002; Brown and Sivakumar). Several
studies also documented an increase in the size of the difference between
GAAP-based numbers and the earnings used by analyst-tracking services over
time. These differences, and the trend in the size of the differences, appear to
be the result of analyst-tracking services excluding an increasing number of
charges from their reported earnings, effectively mimicking the exclusions
being made by analysts and in corporate management pro forma earnings. 

Separately, substantial evidence indicates that nonrecurring items have
become more frequent in company financial statements (Abarbanell and
Lehavy 2002; Bradshaw and Sloan; Collins, Maydew, and Weiss 1997; Elliott
and Hanna 1996). This research also indicates that the incidence of negative
special items far exceeds the incidence of positive special items.

Together, the increased frequency of special items and the increasing
trend for analysts to exclude such items from their forecasts will result in an
increasing gap between actual earnings as reported by analyst-tracking ser-
vices and GAAP-based measures of earnings. Furthermore, because of the
asymmetry in the frequency of negative versus positive special items (more
negative than positive) and in their inclusion by analysts (analysts tend to
exclude negative items more than they exclude positive items), we would
expect to find increasingly negative differences between analysts’ forecasts of
earnings and GAAP-based measures of earnings. That is, we would expect that
over time, analysts’ forecasts would appear more optimistic than GAAP-based
measures of earnings because of the increasing number of excluded negative
items from the analysts’ forecasts. Research supports this observation.

Brown and Sivakumar provided direct comparisons of three actual earn-
ings measures—Street earnings (as captured by I/B/E/S actual earnings),
EDEP (as measured by Compustat EPS before extraordinary items and
discontinued operations), and OPINC (operating earnings defined as Com-
pustat EPS adjusted to remove the effect of all special items). When all three
measures of earnings are equal, nonrecurring and nonoperating items are
absent. Over Brown and Sivakumar’s full sample period, 1989–1997, the three
measures agreed in more than 59 percent of the comparisons. When the data
were examined year by year, however, the percentage of cases in which all
three measures agreed declined significantly—from 64 percent in 1989 to 46
percent in 1997. The percentage of cases in which OPINC agreed with EDEP
but not with Street increased from 21–27 percent prior to 1997 to 35 percent
in 1997. Given that both OPINC and EDEP are Compustat numbers derived
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from information contained in SEC filings, this result suggests that analysts
have increased their tendency to identify certain income as nonoperating or
nonrecurring, even though identification of these nonoperating items is not
available from SEC filings. Brown and Sivakumar also provided data on the
magnitude of the differences in the three earnings measures. Consistent with
the notion that the majority of nonoperating/nonrecurring items are negative,
they found the mean and median values of OPINC and Street to be larger than
those of EDEP.

Bradshaw and Sloan reported similar results for their comparison of quar-
terly GAAP-EPS (defined as Compustat EPS before extraordinary items and
discontinued operations) and quarterly Street-EPS (defined as the actual EPS
reported by I/B/E/S). In the 1985–90 period, these two measures of earnings
were fairly close. After 1990 and through the end of their sample period in 1997,
the two earnings measures diverged significantly, with Street-EPS exceeding
GAAP-EPS. Furthermore, the authors reported that the magnitude and fre-
quency of special items also increased over the 1985–97 period, with income-
decreasing special items increasing at a more rapid rate than income-increasing
items. Thus, similar to Brown and Sivakumar’s findings, Bradshaw and Sloan
found that both the greater incidence of negative special items and the increas-
ing tendency for analyst-tracking services to exclude these items have contrib-
uted to an increasing gap between analysts’ reported target numbers and
targeted numbers tied to GAAP-based financial statements.

Over time, shifts in the components of earnings included in targeted
earnings numbers have implications for research that uses these targets in
calculating forecast errors. In particular, these shifts bear directly on research
purporting to show that analysts have become less optimistic over time (e.g.,
Brown 2001; Matsumoto 2002). To test the possibility that the decline in
forecast optimism is, in whole or in part, attributable to the use of adjusted
earnings figures, Bradshaw and Sloan calculated forecast errors (by using
both Street-EPS and GAAP-EPS as the measure of actual earnings) for subsets
of their sample formed on the basis of the sign of the aggregate special items—
positive, zero, negative. Their results showed that when a company recorded
negative special items, the forecast error was negative (indicating optimism)
and the level of optimism decreased over their sample period. They found the
decline in optimism to be much more dramatic for forecast errors based on
Street-EPS, however, than those based on GAAP-EPS. This finding is consis-
tent with changes over time in the definition of Street-EPS (notably, the
exclusion of negative special items) that would lead to Street-EPS being higher
than GAAP-EPS. An important aspect of this study is that the subsets of zero
and positive special items did not display any downward trend in forecast bias.
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Abarbanell and Lehavy (2002; hereafter AL 2002) took issue with the con-
clusion that forecast optimism has declined in recent years. They argued that
the changing definition of reported earnings used to calculate forecast errors has
had a significant influence on these apparent trends. They extended the litera-
ture by examining the properties of the distribution of the difference between
actual earnings as reported by Compustat and actual earnings as reported by the
three primary analyst-tracking services (referred to as “forecast data providers”
or FDPs). The FDPs were I/B/E/S, First Call, and Zacks. The difference
between the two earnings constructs, Compustat earnings minus FDP earnings,
was considered a measure of excluded items. Specifically, if Compustat earnings
exceeded (were less than) FDP earnings, the difference was positive (negative)
and excluded items were positive (negative) in aggregate.12 AL (2002) focused
on three properties of excluded items: tail asymmetry, the frequency of zeros
and small values, and what they referred to as a “regime shift.”

■ Tail asymmetry. Focusing on 1992–1998 when data from all three FDPs
were available, AL (2002) found that the distributions of excluded items had
negative means, zero medians, and fatter and longer negative tails, regardless
of the FDP used in the comparison. The negative tail represents observations
for which FDP earnings exceeded Compustat earnings by extreme amounts.
Further tests showed that observations in the extreme negative tail of the
excluded-items distribution are associated with recognition of extremely
negative special items (but not with extremely negative nonoperating items).

■ Frequency of zero earnings differences and systematic patterns in small
differences. AL (2002) showed that for all FDPs, median and modal values of
excluded items in their sample period were zero. The zero modes indicate that
FDP earnings were exactly the same as Compustat earnings in a large
percentage of cases. The distributions also showed that as excluded items
approached zero, Compustat earnings were more likely to exceed FDP
earnings. Furthermore, the likelihood that excluded items would be negative
(i.e., FDP earnings would be greater then Compustat earnings) increased as
the absolute magnitude of the excluded items increased. The reason is the
greater frequency and magnitude of extreme negative special items plus the
fact that extreme negative special items are more likely to be added back to
FDP earnings than to Compustat earnings. Both conditions increase the
likelihood that the average value of excluded items will be negative.

12Compustat earnings exclude extraordinary items, discontinued operations, and the
cumulative effect of accounting changes. Based on the documentation provided by the forecast
databases, these items are also excluded from FDP earnings. Any difference between FDP
earnings and Compustat earnings should, therefore, reflect above-the-line special,
nonoperating, unusual items.
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■ Regime shift. In examining intertemporal trends in excluded items, AL
(2002) documented a regime shift in 1990. They showed that in I/B/E/S and
Zacks data, the mean value of excluded items became significantly more
negative (that is, FDP earnings > Compustat earnings) in 1990 and has
remained more negative since then.13 They described the significant change
in 1990 as suggesting a pronounced regime shift. 

AL (2002) also showed that the larger negative values after 1989 are
attributable to (1) an increasing trend in both the number and magnitude of
negative special items and (2) an increasing tendency for FDPs to exclude
negative nonrecurring items from actual earnings.14 In short, the two factors
work together to cause the value of excluded items to appear more positive,
giving the appearance of a decline in forecast optimism. 

Error Distributions and Their Influence on Conclusions. In addition
to research focused on the definitional consistency and shifts over time in how
reported earnings are measured by analyst-tracking services, research has also
probed whether and how properties of forecast-error distributions affect infer-
ences about properties of these forecasts, such as bias. The key insight provided
by this body of work is the dramatic effect that a small number of extreme
observations may have on the overall conclusions to be drawn.

For the 1985–98 period, Abarbanell and Lehavy (2003); hereafter, AL
(2003) documented the presence of two asymmetries (tail asymmetry and
middle asymmetry) in the cross-sectional distribution of the forecast errors.
Tail asymmetry is the presence of a longer, fatter negative tail than a positive
tail (negative skewness); middle asymmetry is the presence of a higher
occurrence of small positive forecast errors than small negative errors.
Although the observations driving these asymmetries are a small percentage
of the total number of observations, AL (2003) argued that the presence of
both asymmetries is responsible, in part, for conflicting conclusions about
analyst forecast bias.15 

13First Call was excluded because its data were not available prior to 1992.
14The second factor is consistent with the findings of Philbrick and Ricks (1991), who quoted
I/B/E/S as stating that 1989–1991 marked a period of significant cleanup of their data. AL
(2002, p. 11) also referred to conversations with officials at Zacks and I/B/E/S that indicated
“that the events of 1990 did cause procedural changes over the next year that were designed
to align more closely the definition of earnings to be forecast by analysts to the definition of
reported earnings employed by the FDPs.” 
15While acknowledging the presence of the tail and middle asymmetries, Cohen and Lys (2003)
questioned whether the asymmetries are significant enough to affect the conclusions in prior
research. In particular, they argued that the impact of the tail and middle asymmetries depends
on the economic context and the statistical procedures used.
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In particular, AL (2003) argued that whether a forecast-error distribution
indicates forecast optimism depends on the statistic being considered. The
mean forecast error is the measure most influenced by tail asymmetry; tail
asymmetry causes the mean forecast error to be negative, which is suggestive
of forecast optimism. If one focuses on the pervasiveness of bias, however, the
higher incidence of small positive forecast errors than small negative errors
in the middle asymmetry predominates and leads to a conclusion of pessi-
mism. Finally, AL (2003) noted that the zero median forecast error (consistent
with a lack of bias) is the result of the tail and middle asymmetries having
offsetting results.

Regarding the impact of the asymmetries on analyst forecast bias, AL
(2003) reported an untruncated forecast-error distribution with a mean of
–0.126 (consistent with optimism) and a median of 0 (consistent with
unbiased forecasts). These findings indicate that the negative (optimistic)
tail of the distribution contains more extreme forecast errors of greater
absolute magnitude than are found in the positive (pessimistic) tail. At the
same time, positive forecast errors made up 48 percent of the distribution
whereas negative (zero) forecast errors made up 40 percent (12 percent)
of the observations. Examination of the distribution of forecast errors
reveals that as the absolute forecast error approaches zero, one finds
increasingly more small positive errors (a sign of pessimism) than small
negative errors (a sign of optimism). This asymmetry alone would tend to
drive means and medians toward small positive values, which would be
interpreted as analyst pessimism.16 

Some researchers take steps to deal with the presence of extreme forecast
errors. For example, Keane and Runkle (1998) removed companies with large
negative special items in reported earnings from their sample. Brown (2001)
truncated large absolute forecast errors and reported a shift toward forecast
pessimism in both the mean and median. Some researchers have used esti-
mation procedures that place less weight on extreme observations (Basu and
Markov 2003; Keane and Runkle). These alternative estimation procedures
generally show less evidence of optimistic bias and less evidence of other
forecasting behavior (such as underreaction to bad news) that are linked to
optimism bias.

Section Summary. Recent research indicates that some conclusions
regarding analyst forecasting behavior are sensitive to the tests and statistics
chosen by the researcher; this sensitivity stems largely from the researcher’s

16AL (2003) were not the first to recognize the presence of these asymmetries in the
distribution of forecast errors. Degeorge, Patel, and Zeckhauser (1999) also observed that the
optimistic mean forecast error is attributable to extreme negative forecast errors.
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treatment of extreme values of forecast errors. The extreme values that are
most influential are extreme negative forecast errors, which are both larger
in magnitude and occur more frequently than extreme positive forecast errors.
To a large extent, the greater incidence and magnitude of extreme negative
forecast errors can be linked to the incidence of losses. That is, research has
found significantly larger negative forecast errors for companies that have
reported a loss than for profitable companies. Such extreme negative forecast
errors may arise because losses are more difficult to predict than profits or
because in the case of losses, analysts choose not to revise earlier forecasts
to reflect the bad news. In this case, the earlier forecasts will be too high
relative to the reported loss figures, generating the appearance of significant
optimism in the early (but now stale) forecasts.

Regardless of what causes these extreme observations, the question
remains of whether they are valid observations to be considered when deter-
mining characteristics of the overall distribution of forecast properties. When
researchers view these observations as legitimate forecast observations (legit-
imate in the sense that they are not merely the result of some coding or input
error), results show optimistic bias on average. When researchers view these
observations as outliers to be excluded from the analysis, results depend on
the time period studied and the test statistics used.

Summary and Conclusions
Researchers study many aspects of analysts’ reporting behavior. In summa-
rizing the behaviors, research often relies on statistics that capture selected
quantitative components of the analyst’s report. In particular, much attention
has focused on attributes of analysts’ earnings forecasts reflected in properties
of the errors of those forecasts. Although research shows some sensitivity to
how one measures these forecast errors (for example, care must be taken to
make sure that the earnings estimate and the actual reported number used
for comparison are definitionally consistent), for the most part, research has
found the following:
• Analysts’ earnings forecasts are, on average, optimistic; that is, they

overstate the actual earnings number later reported by the company.
Despite this bias, analysts’ forecasts are more accurate than are forecasts
derived from mechanical models of earnings.

• Both the degree of optimism in analysts’ forecasts and the imprecision of
the forecasts increase as the forecast horizon increases; that is, forecasts
of farther-out earnings are more optimistic and less accurate than are
forecasts of near-term earnings.
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• Similarly, both the degree of optimism and imprecision are inversely
related to the age of the forecast; that is, forecasts of annual earnings
issued early in the fiscal year are more optimistic and less accurate than
are annual forecasts issued closer to the earnings announcement date.
This result is not surprising given that during the year, pieces of actual
annual earnings are revealed through quarterly earnings realizations.

• Analysts’ reports convey new information to the market, as evidenced by
a significant stock price movement (adjusted for concurrent market
movements) on the day a report is issued. Further evidence indicates that
many components of the report (including revisions in earnings forecasts,
revisions in stock recommendations, and the justifications for these
revisions) contribute to explaining the movements in stock returns.

• Evidence of trends over time in the properties of analysts’ forecasts is
sensitive to the period examined (pre-1990 versus post-1990), the statistics
calculated (mean versus median), and the treatment of extreme
observations (included or excluded).
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2. Explanations of Forecast 
Optimism

Numerous prior studies in academic accounting research have documented
upward bias in sell-side analysts’ earnings forecasts (e.g., Fried and Givoly
1982; O’Brien 1988). That is, research shows that analysts’ forecasts of quar-
terly and annual earnings per share (EPS) tend to overestimate the EPS
number subsequently announced by the company in its earnings announce-
ment. These findings have intrigued academic accountants and drawn the
attention of the U.S. Securities and Exchange Commission (SEC)—not
because analysts seem to misestimate the earnings number later announced
by the company but because analysts appear to systematically overestimate
the subsequently announced earnings number. We refer to this phenomenon
as “forecast optimism” or “optimistic forecasts.”

Three general types of explanation have been offered for forecast opti-
mism, which we label “incentive,” “selection,” and “cognitive” explanations.
By far the most attention (from the popular press, regulators, and academic
research) has been directed at incentives that come from analysts’ employers.
(Another type of incentive—pressure, real and imagined, from clients or
potential clients—is discussed in Chapter 3.)

By incentive explanations, we mean incentives for optimism that are linked
to aspects of the institutional environment in which the analyst works. Keep in
mind that we focus on sell-side analysts.17 Because the primary features of
these environments relate to the analyst’s role in securing or generating
underwriting fees, investment banking business, and brokerage commissions,
we consider these combined revenue-generating incentives as being associ-
ated with the analyst’s employer because the employer benefits from these
activities. Thus, the more an analyst’s reporting behavior is unaffected by these
incentives, the more we view that analyst as being independent of the employer;
the more the analyst’s forecasts appear to depend on these incentives, the more
we characterize the analyst as exhibiting less independence from the employer.

In this chapter, we summarize the incentive, selection, and cognitive
explanations and then present new evidence examining the combined ability
of these potential factors to describe analyst forecast optimism. By examining

17For a discussion of buy-side analyst forecast bias and potential explanations of this bias, see
Willis (2001).
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these explanations simultaneously, the analysis extends prior studies that
either ruled out alternative explanations for forecast optimism in the research
design (e.g., Francis and Philbrick’s 1993 use of Value Line data ruled out
incentive explanations because Value Line does not perform underwriting,
brokerage, or investment banking services) or assumed that other explana-
tions are randomly distributed across the sample observations (e.g., Dugar
and Nathan 1995; Lin and McNichols 1998).

After documenting that incentive, selection, and cognitive explanations
are distinct phenomena affecting analyst forecast errors, we provide evidence
on whether the intensity of these factors as explanations for forecast errors
changed during the 1980–96 period. Evidence on changes over time in the
ability of these explanations to account for forecast optimism is important
because it sheds light on whether and how analysts’ dependencies (on their
employers, their own beliefs, and their own cognitive processing flaws) have
changed over time.

Previous Research on the Explanations 
The explanations for forecast optimism—incentives, selection, and cognitive
biases—differ as to whether they assume the analyst is acting rationally or
irrationally in the way she or he processes information that has implications
for future realizations of earnings or stock returns. The first two explanations
(incentives and selection) posit that analysts are rational; the third posits
specific forms of irrational information processing. 

By rational information processing, we mean that the analyst conditions
forecasts, in an unbiased manner, on all publicly available information contain-
ing earnings implications. In the extreme, and setting aside other consider-
ations momentarily, if all analysts interpreted and reported earnings forecasts
in this way, we would expect to see essentially zero bias (i.e., neither optimism
nor pessimism). Some analysts might unintentionally err on the high side of
the subsequent earnings realization; others would err on the low side. These
errors would be merely the result of uncertainty, or “noise,” in the environ-
ment, however, and the errors would be consistent with other research
indicating that analysts apparently have incentives to forecast accurately as a
way to reduce the probability of demotion or job “turnover” (Hong and Kubik
2003; Mikhail, Walther, and Willis 1999).18

Because research has shown a preponderance of errors on the high
side, however, the noise scenario seems unlikely; hence, more complicated

18Although Mikhail et al. (1999) documented a relationship between turnover and relative
forecast accuracy, they found no relationship between forecast bias and turnover.
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explanations have been advanced. Incentive and selection explanations
posit that analysts “know” (in a rational sense) the future earnings outcome
for a company but choose either to add upward bias to that knowledge or
withhold the knowledge altogether. The final explanation we consider, the
presence of a cognitive bias, allows for the possibility that the analyst may
not know future earnings; that is, he or she may fail to formulate earnings
expectations in an unbiased and rational manner.

Incentives. Incentive explanations for forecast optimism suggest that
analysts report untruthfully—issuing larger earnings forecasts than they
expect to see realized in light of the company’s earnings prospects. In fact,
widespread concerns about untruthful reporting motivated the passage of
Regulation Analyst Certification (Reg AC), effective 14 April 2003. This law
requires stock analysts (and others) who issue reports on a security to certify
in their reports that the views expressed are accurate reflections of their
personal (unobservable) beliefs.

A prevalent explanation for purposeful inflation of analysts’ earnings
forecasts is the desire of analysts to attract revenue-generating business for
their employers through investment banking business or underwriting fees.
Academic studies advancing this motive for unwarranted optimism typically
document more favorable earnings forecasts and stock recommendations
from “affiliated” analysts than from “unaffiliated” analysts for the same com-
pany. Affiliated analysts are defined as analysts employed by brokerage firms
that provide, or have recently provided (over the prior one to three years),
underwriting arrangements or investment banking services for the followed
company. If the company managers prefer more optimistic forecasts to less
optimistic forecasts, then to pursue future banking business for their employ-
ers, affiliated analysts may attempt to curry favor (both with the client manag-
ers and the analysts’ employers) by issuing higher-than-warranted earnings
estimates. (We discuss studies of the effect of analysts’ relationships with
corporate managers in Chapter 3.) 

Such potential investment banking conflicts became so prevalent in the
1990s that the SEC, other regulators, and New York State Attorney General
Elliot Spitzer announced on 21 December 2002 a settlement in which 10
securities firms, although neither admitting nor denying misleading investors,
agreed to pay fines of $1.44 billion to, in part, resolve charges that they gave
biased stock ratings to companies that were clients of their employers’ bank-
ing divisions. Richard A. Grasso, then chairman and chief executive officer of
the New York Stock Exchange, testifying before Congress on 7 May 2003,
subsequently echoed this conflict:
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. . .[E]ach firm encouraged an environment in which research analysts were repeat-
edly subject to inappropriate influence by investment bankers, and the analysts’
objectivity and independence was compromised as a result of that influence. The
firms’ policies and procedures failed to protect research analysts from the significant
investment banking influences and conflicts of interest. (p. 2)

The possibility that investment banking conflicts might color analysts’
reporting behavior had already been the subject of investigations in academic
research several years before the SEC settlement. Dugar and Nathan had
examined whether the existence of an investment banking relationship
between the analyst’s employer and the client company influences the affiliated
analyst’s reports. Using a sample of 250 matched pairs (representing 102
companies) for the 1983–88 period, Dugar and Nathan found consistent evi-
dence that affiliated analysts’ reports are more optimistic than unaffiliated
analysts’ reports. In particular, the mean signed forecast error (a measure of
the bias in analysts’ earnings forecasts) for affiliated analyst earnings forecasts
was 4.04 percent, compared with 2.80 percent for unaffiliated analysts. Using
a 5-point scale to aggregate information about stock recommendations (1 =
strong buy, 2 = buy, 3 = hold, 4 = sell, and 5 = strong sell), the authors showed
that the average stock recommendation given by affiliated analysts was 2.24,
compared with 2.49 for unaffiliated analysts. Both the difference in mean
forecast errors (of 1.24 percentage points) and in mean stock recommenda-
tions (0.25 percentage points) were significant at better than the 1 percent level;
hence, the probability of finding these results by chance is less than 1 in 100.

Lin and McNichols probed the role of underwriting arrangements in
influencing the bias in affiliated and unaffiliated analysts’ reports. For their
sample of 2,400 seasoned equity offerings made in 1989–1994, they identified
the lead and co-underwriters for each offering; analysts employed by these
firms were defined as affiliated analysts; analysts following the same company
but employed by other brokerage houses were defined as unaffiliated analysts.
The authors found no evidence that affiliated analysts’ earnings forecasts, either
for the current year or one year ahead, exhibit greater optimism than unaffili-
ated analysts’ forecasts (e.g., both affiliated and unaffiliated analysts demon-
strated mean optimism in current-year earnings forecasts of about 7 percent of
share price). A similar finding of no difference in the optimism in affiliated and
unaffiliated earnings forecasts was found by Hansen and Sarin (1998). Lin and
McNichols did find, however, that affiliated analysts’ five-year earnings growth
forecasts and stock recommendations are significantly more optimistic than
those of their unaffiliated counterparts: The mean growth forecast for affiliated
analysts was 21.3 percent, compared with 20.7 percent for unaffiliated analysts
(with the difference significant at the 5 percent level), and the mean stock
recommendation, on a 5-point scale, was 1.74 for affiliated analysts and 2.10 for
unaffiliated analysts (difference significant at the 1 percent level).
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Dechow, Hutton, and Sloan (2000) extended the literature on the effects
of underwriting activities on analysts’ reports by investigating the link between
the optimism in analysts’ earnings growth forecasts at the time of equity
offerings. Similar to Lin and McNichols, Dechow et al. found that affiliated
analysts’ growth forecasts are more optimistic around the time of equity
offerings than are unaffiliated analysts’ forecasts. They further showed that
the degree of optimism in affiliated analysts’ growth forecasts increases in line
with the underwriting fees paid to the affiliated analysts’ employer.

Michaely and Womack (1999) also reported greater optimism in growth
forecasts and stock recommendations for affiliated analysts around initial
public offerings. Moreover, they showed that the stocks recommended by
underwriter-affiliated analysts perform more poorly than the stocks recom-
mended by unaffiliated analysts before, at the time of, and after the issuance
of these recommendations. Thus, not only are the recommendations made by
affiliated analysts themselves more optimistic, but their profitability is lower
than that of the recommendations made by unaffiliated analysts.

Research points to trading commissions as an additional source of bias in
analysts’ reporting behavior. Hayes (1998) modeled the role that trading com-
missions play in determining the accuracy and availability of analysts’ reports.19

Her theoretical study showed that analysts issue more accurate reports for
stocks they think will perform well (buy stocks) and less accurate reports for
stocks they expect to perform poorly (sell stocks). This relationship occurs
because analysts’ incentives to generate trading commissions are positively
related to trading volume. She showed that for buy stocks, trading volume is
increased by providing more precise information (because precise information
reduces the investor’s perceived risk); for sell stocks, the opposite occurs.

Irvine (2000) provided empirical evidence about the relationship between
trading commissions and analysts’ coverage decisions. He used a unique
dataset obtained from the Toronto Stock Exchange (TSE), which identifies
the name of the broker(s) involved in each stock transaction of the 100 largest
TSE-listed companies. Irvine used data for 1 September 1993 through 31
August 1994. For each company, Irvine linked the trading volume associated
with each broker name with analysts who worked for the same broker/firm

19Although researchers have not studied the effect of brokerage incentives on forecast bias, the
results reported by Hayes and by McNichols and O’Brien (1997) suggest that such incentives
might induce favorable reporting of information. In particular, Hayes noted that because the pool
of potential investors who can trade on a buy recommendation exceeds the pool of investors who
can trade on a sell (given short-selling restrictions), all else being equal, the chance of affecting
trading with a buy recommendation is greater than with a sell recommendation. This prediction
is supported by results reported by McNichols and O’Brien, who showed that analysts are much
more likely to initiate coverage of stocks that they expect to do well in the future.
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and analysts who did not. His research design explored the relationship
between trading volume and analyst reporting behavior. In particular, he
predicted that brokerage volume would be higher for a stock when the
brokerage house also had analysts covering that stock. He found that broker-
age firms that provided analyst coverage increased their trading volume by
3.8 percent (after other factors affecting trading volume were controlled for)
relative to brokerage firms that did not cover the stock.

Given the substantial evidence showing greater optimism in the reports
and coverage decisions of affiliated analysts, a reasonable question is whether
investors understand this bias. That is, can investors “see through” this
optimism and adjust the information provided accordingly? Evidence on
whether investors are able to discount the optimism in affiliated analysts’
reports goes to the heart of much of the debate concerning Reg AC; this
regulation implicitly assumes that at least some investors are unable to see
through the behavior of affiliated analysts. But although some investors are
surely fooled by affiliated analysts’ bias, our interest lies more in whether the
investing public, on average, is able to discern and correct for this bias. As we
will discuss, research investigating this question has generally found that
investors do discount the information in affiliated analysts’ reports, which
indicates some sophistication in the processing abilities of the marginal
investor. Importantly, however, these tests cannot shed light on whether the
adjustment that the average investor makes fully corrects for these biases.

Dugar and Nathan examined whether investors discount the information
in affiliated analysts’ reports by comparing stock market reactions with the
information contained in the two types of reports. They found that the market
reacts less intensely to a unit of earnings information conveyed by affiliated
analysts’ reports than it reacts to information in unaffiliated analysts’ reports.
This evidence is consistent with the market discounting the information
conveyed by affiliated analysts.

Further evidence of investor understanding of affiliated analysts’ biases
was reported by Lin and McNichols. They showed that, although the returns
to affiliated analysts’ strong buy and buy recommendations are indistinguish-
able from the returns to similar recommendations made by unaffiliated ana-
lysts, the returns to their hold recommendations differ significantly. In
particular, three-day abnormal returns following hold recommendations made
by analysts employed by lead underwriters were significantly more negative
than the three-day abnormal returns to hold recommendations made by
unaffiliated analysts. The authors interpreted this finding as indicating that
investors are more likely to view an affiliated analyst’s hold recommendation
as a sell recommendation.
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Dechow et al. also probed the link between optimism in growth forecasts
and the well-documented result that companies experience unusually low
stock returns in the three to five years following equity offerings (“postoffering
underperformance”).20 They found that postoffering underperformance is
more pronounced for the companies that receive the highest growth forecasts
by affiliated analysts. They also showed that, after the optimism in the affiliated
growth forecasts was controlled for, the long-run underperformance of the
offering companies disappeared. One interpretation of these results is that
investors are misled by affiliated analysts’ optimism at the time of the offering
and that the true growth prospects of the company lead to corrections in price
over the five years following the offering. 

In summary, a number of incentives have been hypothesized to operate
on analysts’ reporting decisions. These incentives may induce analysts to
report untruthfully—in effect, to misrepresent their private views in their
public disclosures. The extant empirical research is consistent with the idea
that institutional incentives (in the form of underwriting, investment banking,
and brokerage commissions) influence analysts’ reporting behavior—includ-
ing their coverage decisions and their optimism—in the predicted way. Spe-
cifically, research shows that affiliated analysts issue more optimistic earnings
growth forecasts and stock recommendations than their unaffiliated counter-
parts. Whether investors are aware of and discount this bias is an open
empirical question. Although research shows that investors react less strongly
to affiliated analysts’ reports than unaffiliated analysts’ reports (which is
consistent with investors weighting the affiliated analysts’ information less),
current research designs have not revealed whether the degree of discounting
is commensurate with the observed bias.

Selection. In contrast to incentive-based explanations for analyst fore-
cast optimism, which posit that analysts report untruthfully, the selection bias
explanation suggests that analysts report truthfully but selectively. That is,
analysts provide truthful forecasts for companies about which they hold
positive views and no forecasts for other companies (McNichols and O’Brien).
Thus, selection is conjectured to alter the analyst’s coverage decision by
inducing the analyst to withhold information rather than convey it falsely. 

20For summaries of the literature on postoffering underperformance, see Loughran and Ritter
(1995) and Spiess and Affleck-Graves (1995). Also, see recent work by Brav and Gompers
(1997), Brav (2000), and Brav, Geczy, and Gompers (2000), who argue that postoffering
underperformance appears to be less a result of these companies being engaged in equity
offerings than a result of characteristics of the companies being covered (they tend to be small
and have high book-to-market ratios) and to inadequacies in the standard statistical techniques
used to identify postoffering performance.
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In the selection explanation, the reason for an analyst’s silence is not
explicitly considered. One possibility, however, is that analysts choose to
remain silent rather than potentially displease company managers, or their
own employers, by issuing unfavorable earnings forecasts. 

From an investor’s perspective, if analysts deliberately tilt their stock
coverage toward securities about which they hold favorable views, the resulting
distribution of analysts’ earnings forecasts is incomplete relative to the entire
distribution of analysts’ reported and unreported earnings expectations. Such a
distribution is referred to as “truncated,” and it increases a researcher’s chance
of calculating an optimistic bias from observed analyst forecast errors—a bias
that would not be present were the entire distribution visible to the researcher.

Evidence of such truncation was provided by McNichols and O’Brien.
Using a large sample of analyst reports in the 1987–94 period, McNichols and
O’Brien reported that analysts tend to initiate coverage on stocks they believe
will perform well and to stop coverage on stocks they believe will perform
poorly. This reporting behavior causes the distribution of stock recommenda-
tions to be highly skewed, leading to the observed pattern of a preponderance
of buy recommendations. Further evidence that analysts are not merely “win-
dow-dressing” the stocks they choose to cover but actually have convictions
about the stock’s future superior performance comes from the subsequent
realized returns on equity observed for added and dropped stocks. Specifically,
McNichols and O’Brien found that added stocks have higher subsequent
returns on equity than dropped stocks, which suggests that analysts’ beliefs
about the stock are, in fact, grounded in fundamental information.

Hayes and Levine (2000) provided evidence on the effects of selection on
the distribution of analysts’ forecast errors. They documented more optimism
in the (observed) distribution of truncated analyst forecast errors than in the
(unobserved) distribution of untruncated analyst forecast errors (the unob-
served errors were estimated by using maximum-likelihood estimations). They
further showed that the earnings estimates from the untruncated distribution
are more accurate than the earnings estimates from the truncated distribution.

Cognitive Bias.  Ideally, an analyst fully incorporates all relevant informa-
tion available when making a forecast. Such information processing would be
consistent with standard economic models of rational individual behavior: Infor-
mation is fully exploited in an unbiased manner. Behavioral science research,
however, has identified several cognitive biases that suggest analysts may not
fully incorporate all available information.21 Thus, this research suggests the
antithesis of the previously discussed incentive and selection explanations. That

21See Tversky and Kahneman (1974) for an introduction to this literature, and for discussions,
see, for example, FAJ (1999) and Shefrin (1999). 
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is, rather than process information correctly and knowingly report it untruthfully
(or remain silent), cognitive explanations allow for the possibility that the
analyst, affected by one or more cognitive biases, unknowingly processes
information incorrectly but reports that (flawed) assessment truthfully.

Most prior research in this domain has concluded that analysts underre-
act to prior information. Analysts are said to underreact if they revise outstand-
ing earnings forecasts or issue new forecasts that insufficiently adjust for
publicly available information at the forecast release date. By “insufficient
adjustment,” we mean that following disclosure of bad (good) news, the
analyst fails to revise a forecast downward (upward) as far as it should be revised
given the news in the disclosure. Note that if forecasting behavior were
completely rational, all publicly available information would be fully used. If
analysts are affected by a cognitive “information processing” bias, the infor-
mation is not used fully or correctly—thus, not rationally.

The underreaction explanation has been documented in experimental
research (Affleck-Graves, Davis, and Mendenhall 1990; Cianci 2000) and in
numerous empirical studies (Abarbanell and Bernard 1992; Ali, Klein, and
Rosenfeld 1992; Francis and Philbrick; Jacob and Lys 1999; Klein 1990; Lys
and Sohn 1990; Mendenhall 1991; Mikhail, Walther, and Willis 2003b).22 This
body of work has established that analysts underreact to recent information
in earnings and stock returns by documenting a significant relationship
between the news in recent disclosures and the forecast errors associated with
analysts’ forecasts made following those disclosures.

Section Summary. Three general classes of explanations have been
advanced for optimism in analysts’ reporting behavior—incentives, selection,
and cognitive biases. Research testing these explanations has generally found
support for each as a source of analyst bias. Note, however, that the literature
has addressed each explanation separately; that is, each study focused on a
single explanation: The researchers exploited a research methodology that
was designed to identify biased reporting behavior if it exists and to attribute
that bias to the single explanation. For example, comparisons of the properties
of the reports made by affiliated and unaffiliated analysts for the same com-
pany and time period are intended to rule out other explanations for differ-
ences in those properties (such as differences in company- or time-specific
factors) and to increase the likelihood that the observed effects are a result of
the conditioning variable for determining affiliation status (i.e., underwriting,
investment banking, or brokerage activities).

22An exception is Easterwood and Nutt (1999), who found that consensus analysts’ forecasts
overreact to past favorable information but underreact to past unfavorable information.
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Although such research designs are powerful in detecting analyst report-
ing behavior associated with each explanation, they cannot distinguish among
explanations that may be correlated. For example, institutional incentives may
drive analysts to select companies they believe will have favorable perfor-
mance; if so, then evidence on the selection explanation is not independent of
evidence on incentive explanations. Even if the explanations are not linked by
some plausible economic reasoning, they may be empirically linked; that is,
analysts who are most susceptible to cognitive biases may also happen to be
the most selective in choosing which stocks to cover. The danger with
correlated explanations is that researchers may improperly attribute causality
to one explanation when, in fact, another explanation is driving the results.

New Evidence on Forecast Optimism and Its Determinants
In this section, we report new evidence on the influences of incentive, selec-
tion, and cognitive biases in explaining analyst forecast optimism. The contri-
bution of these analyses is their examination of these explanations jointly after
controlling for other factors known to affect analyst forecasting behavior (such
as some of the data issues described in Chapter 1). By analyzing the explana-
tions simultaneously, we can comment on the uniqueness and relative impor-
tance of each explanation.

Sample and Variables. We examined analysts’ earnings forecasts
made for all companies with security price data from the Center for Research
in Security Prices, Compustat financial data, and analyst forecasts of current-
year EPS available in the Zacks Investment Research database for any year
t = 1980 . . . 1996. We required that analysts’ forecasts be released after the
company’s announcement of year t – 1 earnings to ensure that prior-year
financial statement data, which we used to calculate some of the independent
variables, had been disclosed. 

We measured the signed realized forecast error for analyst i’s year t
forecast for company j (adjusted for stock splits and stock dividends) as 

(2.1)

where
Fi,j,t = analyst i’s year t forecast for company j 
Aj,t = company j’s year t EPS before discontinued operations, extraordi-

nary items, and the cumulative effects of any accounting changes
Pj,t–10 = company j’s share price 10 trading days before the Zacks forecast

release date 

Erri j t, ,
Fi j t, , Aj t,–

Pj t 10–,
---------------------------- ,=
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Thus, Err measures how much the analyst’s forecast of annual earnings differs
from the earnings number, as a percentage of share price, reported by the
company at its subsequent annual earnings announcement. Note that for
analyses reported in this section, optimism is indicated by positive values of
Err; pessimism is indicated by negative values of Err.

Because one of our explanations for analyst optimism (selection) operates
on the existence of analysts’ forecasts, it was crucial that our sample also
capture the truncated portion of the forecast-error distribution. For this
purpose, we expanded the sample to include companies with financial data
but without analysts’ forecasts in Zacks; we coded these 349,172 “Not Fol-
lowed” observations as Err = missing. Thus, we assumed that companies
without analyst forecasts in Zacks were not covered; violations of this assump-
tion would weaken our tests but not bias them.

■ Incentives variables. We included two variables to capture incentive
explanations for optimism. First, we measured analysts’ incentives to issue
biased reports to induce greater trading volume as the logarithm of company
j’s average monthly shares traded over the 12 months ending the month
preceding the forecast release date, Volj,t. For the Erri,j,t = missing
observations, Volj,t was measured as the logarithm of company j’s average
monthly shares traded during the calendar year. We measured Vol with a
logarithmic transformation because this transformation improves the fit of our
estimated models to the observed data. 

Second, to measure analysts’ incentives to issue biased reports to secure
or maintain client banking relationships, we gathered data on whether the
analyst issuing an earnings forecast worked for a brokerage house that served
as lead or co-underwriter on any of the company’s debt or equity issuances in
the current or previous two years. We used an indicator variable, UWi,j,t =1 if
analyst i’s employer was a lead or co-underwriter of any of company j’s debt
and equity issuances in years t – 2, t – 1, or t. For the Erri,j,t = missing
observations, UWi,j,t = 0.

■ Selection variables. Our test of selection was predicated on subsequent
company performance being inversely related to forecast errors: Companies
with poor future prospects are less likely to induce analyst reporting, which
implies that the observed distribution of (realized) forecast errors is truncated
from below. This truncation leads to the prediction that companies with poor
prospects have more optimistic forecast errors than do companies with good
prospects. Following McNichols and O’Brien, to proxy for the subsequent
performance of company j, we used the realized industry-adjusted return on
equity of company j in year t + 1, IROEj,t+1; we calculated it as company j’s
realized return on equity in year t + 1 less the median realized return on equity
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for all companies in the same two-digit SIC as company j in year t + 1. We
industry-adjusted the return on equity measure for each company because
financial ratios are well known to vary among industries and through time.
Industry adjustment, therefore, allows more meaningful comparisons of
future performance for companies in different industries and at different
points in time. We expected IROE to be inversely related to the extent of
optimism in analysts’ forecasts.

■ Cognitive bias variables. We used the company’s prior-year stock
return, Retj,t–1, to proxy for analyst underreaction to recent information about
company performance. We obtained similar results if we replace Retj,t–1 by the
company’s most recently announced earnings surprise as the measure of prior
performance.

■ Company-specific variables. Evidence documented in prior work
(Brown 2001; Hwang, Jan, and Basu 1996) showed that analysts’ earnings
forecasts are significantly more optimistic for companies that reported a loss
in the year of the forecast. Therefore, we included Lossj,t = 1 if company j had
a loss in year t; otherwise, Lossj,t = 0.

We also included a variable for size (measured by the log of company j’s
total assets at the end of year t – 1, Assetsj,t–1) because prior research has shown
that analysts’ forecasts are less optimistic for the larger companies (Das,
Levine, and Sivaramakrishnan 1998; Lim 2001). 

Finally, we included the age of the forecast because prior research has
shown that optimism in analysts’ annual forecasts decreases as forecast age
decreases (O’Brien; Richardson, Teoh, and Wysocki, forthcoming 2004).
That is, analyst forecasts become less optimistic as the earnings announce-
ment date draws near. We measured forecast age, Age, as the number of
calendar days between the annual earnings announcement and the forecast
release date.

Main Tests and Results.  Our empirical tests examined the marginal
ability of each explanation for optimism to explain the distribution of forecast
errors, where that distribution was augmented by companies on which
analysts did not report. Because all sample observations did not have
numeric values for Err (that is, Err = missing, not zero for Not Followed
companies), we could not use standard statistical procedures (such as
ordinary least-squares or truncated least-squares methods) to estimate the
relationship between Err and the independent variables. Setting Err = 0 for
the Erri,j,t = missing observations also was not appropriate because (1) tests
of selection require that missing observations be importantly distinct from
unbiased forecasted observations and (2) arbitrarily setting Err = 0 for
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observations in which Fi,j,t did not exist implicitly (and inappropriately)
ranked missing forecasts as more optimistic than pessimistic forecasts. 

To address these estimation issues, we grouped forecasts into three
discrete categories, ErrCati,j,t: 

The disadvantage of this grouping is that we lost information on the magni-
tude, but not the sign, of the realized forecast error; the advantage is that we
retained information about whether the company was followed or not. 

We examined the relationship between the test variables and the control
variables and the likelihood of a given observation being classified as ErrCat
= 1, 2, or 3. Because the results of the more complex multinomial estimation
procedure are similar to the results of estimating two binary logit models, we
report only the logit model results:23

Pr[ErrCati,j,t = (1,3)] = logit(d0,t + d1,tAgei,j,t + d2,tAssetsj,t–1

+ d3,t Lossj,t + d4,t IROEj,t+1 + d5,tRetj,t–1 (2.2)

+ d6,tUWi,j,t +d7,tVolj,t)

Pr[ErrCati,j,t = (2,3)] = logit(d0,t + d1,tAssetsj,t–1 + d2,tLossj,t

+ d3,t IROEj,t+1 + d4,tRetj,t–1 + d5,tUWi,j,t (2.3)

+ d6,tVolj,t).

The models given by Equations 2.2 and 2.3 use pessimistic forecasts
(ErrCati,j,t = 3) as the benchmark because, implicitly, this approach is what
most prior studies did when they examined a continuous forecast-error metric,
such as Err, which takes on positive (optimistic) and negative (pessimistic)

ErrCati,j,t = 1 if Erri,j,t > 0 (analyst i’s forecast for company j was 
optimistic).

ErrCati,j,t = 2 if Erri,j,t = missing (there was no analyst forecast 
because company j was Not Followed).

ErrCati,j,t = 3 if Erri,j,t � 0 (i.e., analyst i’s forecast for company j was 
zero or pessimistic). We refer to this group as 
pessimistic. Our results were not sensitive to excluding 
forecast errors that were zero from the pessimistic 
category.

23Begg and Gray (1984) showed that estimating separate binary logit models, rather than a
single multinomial model, results in slightly less efficient coefficient estimates. This loss of
efficiency worked against our finding statistically significant results.
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values.24 Intuitively, estimation of the model in Equation 2.2 reveals whether,
and by how much, a one unit change in each of the right-hand variables affects
the likelihood that the analyst will report an optimistic forecast rather than a
pessimistic forecast. Estimation of the model in Equation 2.3 reveals whether,
and by how much, a one unit change in each of the right-hand variables affects
the likelihood of the analyst reporting no forecast at all rather than a pessimis-
tic forecast. We estimated Equation 2.2 and 2.3 for each year and then
averaged the coefficient estimates across years. 

The results are shown in Table 2.1. We report the predicted sign of the
coefficient (in brackets), the p-values for the statistical significance of the
mean value of the coefficient, and the number of years (out of 17 years for
which we had data) that the coefficient was of the predicted sign. 

In terms of the control variables (Age, Assets, and Loss), the Table 2.1
results are consistent with prior research in showing that older forecasts,
forecasts associated with loss observations, and forecasts made for small
companies are more likely to be optimistic.

Turning to the variables capturing the three explanations for optimism,
we focus, first, on the selection explanation, which pertains to the coefficient
on IROE. The results for Equation 2.2 in Table 2.1 show that analysts’ forecasts
are less optimistic for companies with better subsequent performance and (for
Equation 2.3) that analysts are more likely to withhold forecasts for the

24We excluded Age from Equation 2.2 because it takes on missing values for all Not Followed
observations (i.e., ErrCati,j,t = 2). When we set Age equal to the mean or median sample forecast
age and estimated Equation 2.2 with Age included, we were able to draw similar inferences to
those reported.

Table 2.1. Results of Tests for Likelihood of Optimistic Forecast and 
Likelihood of No Forecast

Model Age Assets Loss IROE Ret UW Vol

Equation 2.2: 
Pr[ErrCat = (1, 3)]  +0.0025  –0.0403  +1.8054  –1.1178  –0.5493  –0.0502  +0.0850
Predicted sign [+] [–] [+] [–] [–] [+] [+]
p-Value 0.01 0.01 0.01 0.01 0.01 0.15 0.01
Years 17 10 17 15 17 9 14

Equation 2.3: 
Pr[ErrCat = (2, 3)]  –0.2175  +2.1033  –0.2581  –0.6403  –15.1190  –0.6406
Predicted sign [–] [+] [–] [–] [+] [–]
p-Value 0.01 0.01 0.02 0.01 0.01 0.01
Years 16 17 12 15 0 17
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companies with poorer prospects. Both results are highly statistically signifi-
cant (at the 1 percent and 2 percent levels, respectively), and both results were
observed in a majority of years (15 and 12, respectively). These findings are
consistent with the selection explanation for optimism, which holds that (1)
analyst forecasts are less optimistic for companies with better subsequent
performance and (2) analysts are more likely to withhold forecasts for com-
panies with less promising prospects.

Turning to the cognitive variable capturing underreaction (the company’s
past stock return, Ret), we found a significant negative association between
Err and Ret. This finding, which is significant in both equations and was
observed for most sample years, is consistent with prior studies’ findings of
analyst underreaction: The larger (smaller) the prior returns, the less (more)
likely that the analyst’s forecast will be optimistic. This finding is also consis-
tent with analysts failing to incorporate all publicly available and relevant
earnings-related information at the time they release their forecasts.

As for the incentive explanations, note that Table 2.1 shows the mean
coefficient on Vol in Equation 2.2 to be positive, meaning that analysts are
more likely to issue optimistic forecasts (versus pessimistic forecasts) for
companies whose securities offer greater opportunities for trading commis-
sions, which is consistent with our expectation. The results for Equation 2.3
given in Table 2.1 show that, faced with a decision about whether to issue a
pessimistic report or not to issue a report, greater trading volume decreases
the likelihood of not issuing a report. That is, greater trading volume is more
likely to result in the analyst issuing a pessimistic forecast than issuing no
forecast at all. Both of these findings are highly statistically significant (at the
1 percent level) and were observed consistently across the individual years
composing the sample. They are consistent with the prediction that incentives
associated with brokerage commissions encourage forecasting activity that
increases trading volume.

Finally, the results show little evidence that underwriting activities (UW)
are likely to lead to more optimistic forecast reporting. In particular, Table 2.1
contains no evidence (i.e., insignificant coefficient estimates on the incentive
variables) from Equation 2.2 that the existence of underwriting arrangements
leads to greater optimism in current-year earnings forecasts (which is consis-
tent with results reported by Hansen and Sarin and by Lin and McNichols).
Moreover, the results for Equation 2.3 for UW reveal negative coefficient
estimates (not positive estimates as predicted by an incentive explanation).
These negative values suggest that affiliated analysts are more likely to issue
a pessimistic forecast for a company where their employer has been a recent
underwriter than to not issue a forecast for such companies.
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As a check on the results, we also estimated a simple ordinary least-
squares regression of the forecast error on the set of seven independent
variables. Because only followed companies have numerical values of Err, this
regression allowed us to comment only on whether and how the various
explanations for optimism affect the forecasting activity of followed compa-
nies. The results are in Table 2.2.

The signs and significance of the coefficient estimates in Table 2.2 are
similar in all respects to the inferences drawn from the results for Equation
2.2. That is, we found more forecast optimism for companies with poor
subsequent performance (as proxied by future industry-adjusted return on
equity, IROE), with poorer past performance (as captured by past stock
returns, Ret), and with greater trading volume (Vol). We found no reliable
association between forecast optimism and whether the analyst’s employer
had an underwriting relationship with the company.

Section Summary. Overall, the results of our analyses indicate that
variables capturing incentive, selection, and cognitive factors explain analyst
forecast errors, are incremental to each other, and are incremental to the
effects of forecast age, company size, and whether the company incurred a
loss in the forecast year. That is, our tests indicate that each of these explana-
tions is distinct from the others and contributes meaningfully to explaining
forecast optimism. 

We conclude the following. First, analysts’ forecasting behavior is consis-
tent with their strategically tilting coverage toward companies with better
earnings prospects and away from companies with worse prospects, which is
consistent with selection. Second, analysts exhibit underreaction: They fail to
incorporate all publicly available earnings-related information at the time of a
forecast release. And finally, trading volume appears to affect analysts’ fore-
casting behavior whereas prior underwriting business does not.

Table 2.2. Ordinary Least-Squares Regression of Err on Seven Variables

Statistic Age Assets Loss IROE Ret UW Vol

Coefficient +0.0020 –0.0246 +0.9392 –0.5699 –0.4674 –0.0379 +0.0598
Predicted sign [+] [–] [+] [–] [–] [+] [+]
p-Value 0.01 0.04 0.01 0.01 0.01 0.17 0.01
Years 17 9 17 14 17 2 14
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Have Factors Changed over Time?
In the tests of the influence of three explanations for analyst optimism that
were described in the previous section, we used each year in our sample
period as the unit of analysis and then averaged the results across the 17 years
of our full sample period. The interesting question that we explore in this
section is whether any changes have occurred during the period in whether
and how these factors explain analysts’ forecast errors. For example, a finding
that analysts’ forecast errors are explained less today by incentives than they
were 20 years ago would suggest that analysts have become more indepen-
dent of their employers over time. 

Our analyses here are exploratory because theory and previous research
provide little basis for forming expectations about trends in the intensity of
selection, incentive, and cognitive explanations. Several observations, how-
ever, suggest a decrease in the impact of these variables on forecast errors
during our sample period.

First, the data suggest that analysts may be ranging more widely than in
the past in selecting companies to follow. Although both the number of
securities and the number of publicly traded companies increased over our
sample period, the number of analysts increased at a faster rate. We calculated
that the number of security analysts increased at an annualized growth rate
of 10.2 percent between 1980 and 1996 whereas the annualized growth rate
for public companies was 3.4 percent. The percentage of companies followed
by at least one analyst increased from 26 percent in 1980 to 66 percent in 1996.
If some of the increase in the population of analysts has gone to covering
companies not previously followed, these calculations suggest that analyst
self-selection may be less intense in more recent time periods.

Second, although numerous studies have documented that analysts under-
react to prior stock returns and prior earnings, recent work by Mikhail et al.
(2003b) indicates that the more-experienced analysts exhibit less underreac-
tion. Their finding that this cognitive bias is attenuated in some analysts over
time suggests that we may observe declines in the extent of analyst underre-
action if average analyst experience increased over the sample period. Average
analyst experience might have increased or decreased, depending on, among
other things, expansion or contraction of the research industry and entry and
exit patterns of analysts from the industry and from forecast databases. 

To explore this issue, we calculated the experience of each analyst who
made at least one forecast during our sample period; our measure of experi-
ence was the number of prior quarterly earnings forecasts made by the analyst
for the same company. Such a “task-based” measure of forecasting experience
is usually preferred to a “time-based” measure of experience, such as the
number of years or quarters that an analyst has followed a particular company.
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A task-based measure of experience is designed to capture the extent to which
an analyst has performed the forecasting activity for a particular company and,
therefore, captures the analyst’s familiarity with the company’s earnings
process (see Mikhail et al. 1997, 2003a for a discussion).25 Figure 2.1 shows
the change in the mean of the company-specific measure of analyst experience
over the 1980–96 period. 

The mean experience level at the beginning of 1996 indicates that the
average analyst had about 10 prior quarters of company-specific forecasting
experience (as determined since the inception of the Zacks database in 1980).26

Figure 2.1. Trend in Analyst Company-Specific Experience, 1980–96

25Alternatives to measures of company-specific experience are (1) industry-specific experience
(the number of prior quarters for which the analyst issued an earnings forecast for any company
in the same industry) and (2) general experience (the number of prior quarters for which the
analyst issued any earnings forecasts). These measures are highly correlated with company-
specific experience (see Mikhail et al. 1997).
26Tests of trends in the mean and the median values revealed a significant increase in analyst
experience over the period, even when we excluded the early sample years (1980–1985)—a
period when, by construction, we expected the number of prior forecast quarters to increase
(because the Zacks data do not begin until 1980).
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Casual empiricism and statistical analysis show a clear upward trend in the
amount of experience possessed by analysts. Given this change, we predict
that the extent of underreaction declined during our sample period.

Finally, given the greater incidence of shareholder litigation over mislead-
ing, and almost always optimistic, company disclosures in recent times, we
expected corporate management to be more likely to temper analysts’ fore-
casts when the forecasts were overly optimistic in the recent period. Specifi-
cally, although securities laws do not require corporate managers to correct
overly optimistic information that they did not provide, the laws do hold
managers liable for forecasts, or commentaries about analysts’ or others’
forecasts, that management supplied or explicitly guided. We conjectured that
management is more likely to temper analysts’ forecasts when analysts have
incentives to be optimistic, as proxied by situations containing potential
brokerage or underwriting gains to the analyst’s employer. This litigation
argument suggests that over time, the intensity of overoptimism associated
with the brokerage and underwriting incentive explanations should decline.

To garner evidence about trends in the intensity of all the explanations
for overoptimism, we regressed the series of 17 coefficient estimates obtained
from the annual estimations of Equations 2.2 and 2.3 on a trend variable, which
took the value of 1 in 1980 and went up to 17 by 1996. We found, consistent
with the conjecture that the relatively larger growth in the analyst population
versus traded companies has led to less selection bias, that the trend in the
coefficient on IROE has been generally positive. Because evidence of selection
was indicated by a negative coefficient on IROE, a positive trend in this
coefficient means that, over time, selection has weakened as an explanation
for optimism.

We found a change in the intensity of analysts’ underreaction to new
information by examining the trend coefficient on Ret. The trend coefficient
for Ret was positive; because underreaction was evidenced by a negative
coefficient on Ret, this result means that analyst underreaction became less
severe over the sample period. This result is consistent with the increased
experience of the sample analysts shown in Figure 2.1 and with Mikhail et al.’s
(2003b) finding that analysts appear to learn over time about their forecast
errors and partially adjust for these errors in subsequent forecasts.

Changes in the intensity of incentive explanations for optimism over time
indicate that both underwriting- and commission-related incentives appear to
have declined over the 1980–96 period. In particular, an unambiguous decline
occurred in the intensity with which underwriting incentives affected the
decision to withhold a forecast rather than issue a pessimistic one. This finding
is consistent with a declining influence of underwriting activity on analyst
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reporting behavior. We also found that analysts became more likely to with-
hold a forecast for a company with large trading volume rather than issue a
pessimistic forecast for this company. Given that any type of report (favorable
or unfavorable) is expected to generate more trading volume than no report,
this last finding is consistent with a decreased intensity of incentives stemming
from a desire to generate brokerage commissions.

Summary and Conclusions
The major explanations for analyst forecast optimism are institutional incen-
tives stemming from the revenue-generating activities of the analyst’s
employer, selection on the part of analysts in choosing companies with
favorable future prospects, and a common cognitive processing bias. In
reviewing the empirical evidence attesting to the strength of each explanation,
we found that research has generally documented that analyst reporting
activity—including coverage decisions and the components of the typical
analyst’s report (earnings forecast, stock recommendation, growth fore-
cast)—are affected by each of these explanations in the predicted ways. That
is, analysts’ reports tend to be more optimistic when (1) the analyst’s firm
engages in investment banking, underwriting, and/or brokerage activities
involving the followed company; (2) the analyst is personally optimistic about
the followed company’s future performance; or (3) the analyst underreacts to
recent performance signals.

Prior research has shown that these effects exist separately, and we
presented new evidence that the effects also exist jointly—that is, conditional
on the others—except that the effect of underwriting is less influential when
other explanations are considered. 

We also report new insights into whether the intensity of these explana-
tions for analyst optimism has changed over time. We found some evidence
of mitigation in the intensity of all three explanations, which we interpret as
suggesting that the link between analysts’ reporting behavior and these
factors, or dependence of behavior on the factors, has declined over time. In
the case of the institutional incentives, for example, this reduction means that
over the 1980–96 period, analysts’ forecasts became more independent of their
employers’ interests.
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3. Analyst Independence from 
Corporate Management

One of the most common criticisms of security analysts’ reports is that they
rarely contain negative information. In addition to institutional incentives (in
the form of investment banking, underwriting, and brokerage fees) to issue
favorable reports, many claim that analysts’ reliance on the companies they
follow for information and earnings guidance encourages analysts to issue
favorable reports—perhaps so as not to damage the analysts’ ties with corpo-
rate managers. This “management relations” theory assumes (1) that manag-
ers possess information that is valuable to analysts, (2) that analysts would
not be able to access this information in the absence of close communications
with management, and (3) that both company managers and analysts benefit
from the guidance that management provides to analysts.

In the first part of this chapter, we probe the assumptions and implications
of the management relations theory. Our goal is to shed light on its perceived
existence (i.e., do analysts and other market participants behave as if it exists?)
and its reality (i.e., is analyst forecasting behavior consistent with a desire to
cultivate relationships with management?). The results of survey research and
empirical archival studies suggest that the answer to both questions is yes.
The research provides no evidence, however, that analysts merely repeat what
managers tell them.

The second part of this chapter examines recent regulation—in particular,
Regulation Fair Disclosure (Reg FD)—that eliminates private communications
between corporate managers and selected market participants. Reg FD grew
out of the U.S. Securities and Exchange Commission’s (SEC’s) concern that
some issuers of securities engage in material, nonpublic communications with
certain persons (allegedly, securities analysts and/or institutional investors)
before disclosing the same information publicly. The SEC’s enactment of this
regulation in October 2000 provides a natural sample period for examining the
role that private communications between managers and analysts played
before Reg FD in analysts’ forecasting behavior and how that role (and now
the absence of that role) affected the informational efficiency of stock markets. 

We conclude with an attempt to link and synthesize the results from the
first two sections and to draw inferences about the symbiotic relationship
between corporate managers and securities analysts.
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Dependence on Management-Provided Information
The earliest study of the relationship between securities analysts and client
company managers is that of Francis and Philbrick (1993), who examined
whether analysts have incentives to issue favorable earnings forecasts to
cultivate (or maintain) good relationships with company managers. Their
study exploited two unique features of data contained in the Value Line
analysts’ reports. First, because Value Line performs no underwriting, invest-
ment banking, or brokerage functions, none of the typical incentives associ-
ated with these features of the analysts’ employer can explain any bias in Value
Line analysts’ forecasts.27 Second, although the Value Line Investment Survey
reports contain a stock recommendation (in the form of a timeliness rank),
that stock recommendation is not generated by the analyst who prepared the
earnings forecast.28 Rather, the timeliness ranks are generated independently
and are, essentially, exogenous to the analyst’s report. This last feature is
critical to Francis and Philbrick’s hypothesis, which asserts that if unfavorable
timeliness ranks lead to greater deterioration of management relationships
than do favorable timeliness ranks, Value Line analysts will attempt to mitigate
this deterioration by providing more optimistic earnings forecasts for compa-
nies that have been assigned unfavorable timeliness ranks.

Defining the bias in Value Line analysts’ forecasts as the signed forecast
error (calculated in the same manner as described in Chapter 1), Francis and
Philbrick found that Value Line reports containing sell recommendations (that
is, those containing timeliness ranks of 4 or 5) have more negative forecast
errors—indicating more optimistic forecasts—than reports containing hold
recommendations (timeliness rank of 3) or buy recommendations (timeliness
ranks of 1 or 2). Indeed, the relationship between the amount of optimism in
the earnings forecast and the unfavorableness of the stock recommendation
in their sample period (1987–1989) is monotonic. Moreover, the increasing
pattern of optimism from buy to hold to sell recommendations was observed
for all forecast-error metrics—unscaled, scaled by the absolute value of the
forecasted earnings per share (EPS) forecast, and scaled by share price.

27See Chapter 1 for a detailed description of Value Line data.
28Value Line’s timeliness ranks place companies in one of five categories based on a proprietary
combination of three criteria—nonparametric value position (a function of the company’s relative
price and earnings performance over the past 10 years), earnings surprise (the most recent
difference between forecasted and actual quarterly earnings), and earnings momentum (the most
recent difference between reported quarterly earnings and earnings for the same quarter four
quarters ago). Based on these factors, Value Line creates a score for each of the 1,700 companies
followed. The top 100 stocks ranked on this score are given a timeliness rank of 1 (best price
performers); the next 300 receive a timeliness rank of 2 (above-average price performers); the
middle 900, a rank of 3 (average price performers); the next 300, a rank of 4 (below-average price
performers); and the bottom 100, a timeliness rank of 5 (worst price performers).
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Francis and Philbrick interpreted the finding that Value Line analysts
issue optimistic forecasts when their reports contain unfavorable recommen-
dations as suggesting that Value Line analysts have greater incentives to
placate corporate managers (by issuing favorable earnings forecasts) when
they are forced to report unfavorable stock news. In further tests, the authors
showed that the relationship between bias in earnings forecasts and stock
recommendations is not a result of behavioral biases known to affect security
analyst reporting behavior (such as underreaction, recency, and anchoring
and adjustment).29

Eames, Glover, and Kennedy (2002) extended these analyses by investi-
gating the relationship between earnings forecasts and stock recommenda-
tions issued by sell-side analysts as reported in the Zacks Investment Research
database. Two important features of the Zacks data are (1) that most of the
analysts’ employers also perform other functions, including providing invest-
ment banking, underwriting, and brokerage services to their clients, and (2)
that the analyst generates both the earnings forecast and the stock recom-
mendation. So, unlike Value Line data, the stock recommendation is not
exogenously included in the analyst’s report. 

These distinctions are important for interpreting tests of the bias in
analysts’ earnings forecasts conditional on stock recommendations. In the case
of institutional incentives facing analysts, factors other than a desire to cultivate
management relationships may influence analysts to issue optimistic forecasts.
In the case of endogenous stock recommendations, the analyst now has two
mechanisms by which to influence managers and the market—earnings fore-
casts and stock recommendations. In this situation, the analyst might bias
either or both signals to cultivate management relationships. As a result, and
unlike the Value Line setting, researchers have no strong a priori reason for
expecting that an analyst will issue more optimistic earnings forecasts when
she or he also issues a more unfavorable stock recommendation.

For a sample of about 35,000 earnings forecasts made for stocks in the
1988–96 period by analysts employed by brokers for which the annual recom-
mendations were also known, Eames et al. found that the amount of optimism
in the analyst’s forecast increased with the unfavorableness of the analyst’s
stock recommendation. The authors showed, however, that this relationship
reversed when they controlled for the level of reported earnings. That is,
conditional on the earnings number reported by the company, less favorable
stock recommendations were associated with less optimistic forecasts.

29Recency is the tendency of decision makers to place too much weight on recent observations.
Anchoring and adjustment refer to decision makers’ tendencies to adjust their judgments
insufficiently for new information and, instead, to weight old information (contained in a base
or benchmark) too heavily.
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In a third study of the management relations hypothesis, Das, Levine, and
Sivaramakrishnan (1998) exploited differences in the variability of companies’
past earnings streams to develop predictions about when close ties with
management are more (or less) valuable to the analyst. The authors argued
that analysts have a greater need for private communications with the manag-
ers of companies whose earnings are difficult to predict. They tested this
hypothesis by investigating whether companies with less-predictable earn-
ings streams have more-optimistic earnings forecasts than companies with
more-predictable earnings streams. Das et al. measured earnings predictabil-
ity in three ways: (1) the past time-series variability of EPS, (2) the past time
series of EPS and market returns, and (3) Value Line “earnings predictability”
ranks.30 Their results, which are robust across these three measures, are
consistent with their hypothesis that companies with less-predictable earnings
streams have more-optimistic earnings forecasts.

These previous studies provide indirect evidence about analysts’ incen-
tives to issue favorable earnings forecasts to curry favor with managers of the
companies they follow. Presumably, the reason analysts are willing to engage
in such behavior—even though it reduces the accuracy of their current
forecasts—is that better management relationships improve the accuracy of
analysts’ future forecasts. That is, analysts are willing to trade off some forecast
accuracy today to be privy to information tomorrow that will improve future
forecast accuracy. Consistent with this argument, Laderman (1998) wrote:

They [analysts] shy from saying things that might anger a company’s managers,
fearing loss of access to executives, company meetings and earnings “guidance”
chats—critical to making profit forecasts. [Emphasis added.] 

Embedded in this argument are two assumptions: (1) client managers will
cut an analyst’s access to management if the analyst issues unfavorable infor-
mation about the company and (2) analysts benefit from communications with
managers. We analyzed the research investigating each of these assumptions. 

A plentitude of anecdotal evidence supports the perception that the first
assumption—that analysts fear reprisals from managers if they issue negative
reports—is true:31 

30The Value Line earnings predictability index is company specific and ranges from 5
(unpredictable) to 100 (predictable). The index captures Value Line analysts’ assessments of
the difficulty of predicting a company’s earnings.
31Analysts may also fear reprisals from major clients who may hold positions in stocks opposite
to the analyst’s true beliefs. As an example, Laderman reported a situation in which an analyst
did not disclose his bearish beliefs about Boston Chicken because of fears that a mutual fund
owning a substantial position in the stock would “come crashing down on him.”
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• A particularly salient incident of this possibility occurred after BB&T
Capital Markets analyst Heather Jones downgraded Fresh Del Monte
Produce. Transcripts from a February 2003 conference call with the
company indicate she was barred from asking questions of company
managers during the call. “Let me tell you, Heather, one thing please. You
are covering us without our will, and we would not like you to ask
questions on this conference call, if you may,” Del Monte’s chief executive
officer, Mohammad Abu-Ghazaleh, responded to a question she posed
(Solomon and Frank 2003).

• “It’s a life among Wall Street securities analysts: Bash a company in a
research report and brace for the deep freeze. . . . The retribution for
negative reports takes many forms. Analysts are excluded from meetings,
outings and conference calls with top company executives. . . . In some
cases, offended companies try to get them [analysts writing negative
earnings reports] fired” (Siconolfi 1995).

• “The great fear of the analyst when he or she goes calling on a company
is finding the door shut” (Laderman). 
Analyst fears of reprisal for issuing negative reports appear justified.

According to a survey by Tempest Consultants sponsored by Reuters Hold-
ings PLC (and described by Laderman), when asked how they would respond
if an analyst issued a sell recommendation on their company, about one-third
of company managers responded that they would not include the analyst’s
employer in future investment banking business and would reduce commu-
nications with the analyst and the analyst’s access to management.

By eliminating an analyst from company events or failing to return or
respond to the analyst’s questions, company managers may effectively pres-
sure analysts to drop coverage or change their views. Such threats have
become sufficiently pervasive that in April 2003, the SEC contacted the New
York Stock Exchange, NASDAQ, and the American Stock Exchange to ask
them to consider establishing rules to prevent companies from exerting
pressure on analysts.

Huang, Willis, and Zang (2004), however, found empirical evidence that
conflicts with the anecdotal and survey evidence suggesting that managers
punish analysts who issue negative reports about their companies. These
authors analyzed whether analysts who issue significantly unfavorable reports
about a company in the current period experience a loss in information about
this company in a subsequent period; for simplicity, such analysts were
referred to as “affected analysts.” They proxied for information loss in three
ways: (1) as a decline in forecast frequency for this company (that is, greater
information loss was expected to result in affected analysts issuing fewer



Analyst Independence from Corporate Management

©2004, The Research Foundation of CFA Institute 57

subsequent forecast revisions than unaffected analysts), (2) as a decline in the
accuracy of affected analysts’ forecasts for this company, and (3) as a decrease
in the frequency of affected analysts’ forecasts for this company that conveyed
substantial new information. Based on a sample of more than 500,000 forecasts
issued by about 30,000 analyst–company pairings in 1985–1997, they found
that unfavorably affected analysts have increased accuracy in subsequent
periods; they also found that the accuracy of favorably affected analysts
worsened in subsequent periods.

Evidence is abundant for the second assumption—that communications
with managers are valuable to analysts. For example, in surveys of key sources
of information for sell-side analysts and professional investors, company
management has been ranked as one of the most important sources of
information (FERF 1987). 

Indirect evidence that management communications with securities ana-
lysts are beneficial to analysts is also provided by the SEC’s legislation of Reg
FD. An important aim of this regulation was to bar management communica-
tions of material information only to selected market participants, such as
securities analysts. Presumably, the SEC believed that analysts were them-
selves benefiting from these communications or were benefiting indirectly by
passing this information on to other investors who profited.

Reg FD was aimed at curtailing private communications between manag-
ers and analysts (and other favored market participants), but another issue is
whether public disclosures by managers are valuable to analysts. That is, do
analysts respond to management disclosures, and does their response suggest
they “parrot” what managers say or do they process the information further?
Research examining whether and how analysts react to management-provided
public disclosures is important because it provides empirical evidence on the
extent to which analysts rely on management for new information.

In perhaps the most direct test of analysts’ reliance on management-
provided information, Cotter, Tuna, and Wysocki (forthcoming 2004) inves-
tigated securities analysts’ responsiveness to explicit earnings guidance
provided by management in the form of earnings forecasts. They found that
analysts react quickly to the new information provided by management, as
evidenced by a heightened frequency of earnings forecast revisions in
response to management forecasts. In particular, they found that the inci-
dence of a forecast revision the day after a management forecast is about 17
times higher than that for a forecast revision the day before the management
forecast announcement. This finding suggests that the majority of analyst
forecasting activity responds to earnings guidance that is publicly disclosed
rather than to guidance that is not. Furthermore, the revisions made by
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analysts in response to management forecasts do not merely repeat what
management said; rather, the authors found that analysts process the man-
agement-provided information and attempt to remove bias introduced by
management.32

The finding that analysts respond to and use information conveyed by
management forecasts of earnings is not surprising. We would expect com-
pany managers to have access to private information about the company’s
earnings that, when announced, would lead market participants to revise their
expectations of earnings. What is interesting about the Cotter et al. results is
that so much of analysts’ forecasting activity appears to occur in response to
public disclosures. In particular, they reported that in their 1993–2001 sample
period, about 75 percent of all analyst forecasting activity occurred in the three
days following quarterly earnings announcements and management earnings
forecasts. Given that the preponderance of analyst activity occurs around the
time of these public disclosures, this finding suggests that any private com-
munications between managers and analysts (which may have occurred prior
to Reg FD) may not be as informative as supporters of Reg FD would lead one
to believe. 

Effects of Reg FD
Reg FD, which the SEC implemented on 23 October 2000, prohibits compa-
nies from privately communicating material information to selected market
participants without simultaneous public disclosure of the information.33 The
public disclosure must be made as soon as practical but no later than 24 hours
after the initial disclosure. The intent of Reg FD, at least according to regula-
tors, is to eliminate favored access to information that might create a nonlevel
playing field among investors and lead to superior trading opportunities for
selected market participants.

32For their sample of management forecasts, Cotter et al. found that managers’ reports tend to
contain bad news, which is consistent with managers attempting to “walk down” the market
expectation of earnings. They interpreted this result as suggesting that managers wish to guide
analysts to forecasting an earnings target that the company will be able to meet or beat. The
importance of being able to meet or beat earnings targets (consensus earnings forecasts, last
year’s earnings, etc.) has been documented by several studies, notably Barth, Elliott, and Finn
(1999) and Kasznik and McNichols (2002), who showed that companies with patterns of
increasing earnings and patterns of meeting or exceeding analysts’ earnings forecasts have
higher price/earnings multiples.
33The first Reg FD activities undertaken by the SEC were announced on 25 November 2002.
These actions consisted of three settled enforcement actions (against Raytheon Company,
Secure Computing, and Siebel Systems) and one Report of Investigation (against Motorola).
These activities are discussed in detail in the SEC’s Press Release No. 2002-169, available at
www.sec.gov.
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Proponents of Reg FD claimed that the new regulation would improve
the flow of information to financial markets by reducing, if not eliminating,
analysts’ reliance on management-provided information and by increasing
the amount and quality of independent research performed by securities
analysts. Moreover, by reducing reliance on management-provided informa-
tion, corporate managers would have little leverage to pressure analysts to
provide favorable reports to maintain or increase their access to manage-
ment. Because Reg FD would reduce incentives to issue favorable reports,
proponents further argued, the accuracy of analyst reports would increase
after Reg FD.

Opponents of Reg FD countered these claims by arguing that Reg FD
would have a “chilling effect” on corporate disclosure; rather than increasing
the amount of management-provided information, Reg FD would reduce such
information. Reduced disclosures were expected for two reasons. First, man-
agers would be reluctant to communicate complex information in public
disclosures without analysts being forewarned so as to provide guidance and
context for interpreting the information. Second, managers would be reluctant
to disclose any information solely to analysts (and institutional investors) in
the wake of Reg FD because of concerns about the rules and enforcement of
the regulation. In addition to reducing the amount of information, opponents
argued, Reg FD would also change the timing of corporate disclosures. In
particular, Reg FD would replace the continuous information flows between
companies and analysts with discrete information flows related to manage-
ment-provided public disclosure.

For these reasons, opponents argued that Reg FD would not only not
have the intended effects claimed by regulators (of improved information
flow and increased accuracy of information) but also would probably result
in deterioration in informational efficiency and accuracy. Such deterioration
would affect direct measures of the amount and quality of information con-
veyed (by analysts and by company managers) and indirect measures of
informational efficiency, such as the volatility of stock returns. Specifically,
critics argued that stock return volatility would increase rather than decrease
after Reg FD.

Not surprisingly, the security analyst industry largely opposed Reg FD.
Survey evidence reported by the Securities Industry Association (SIA 2001) and
the Association for Investment Management and Research (now, CFA Institute;
see AIMR 2001) indicated that the majority of securities analysts believed that
Reg FD would reduce both the overall quality of information (disseminated in
general by companies and communicated specifically to securities analysts) and
the accessibility and responsiveness of company management.
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Analyst opposition to Reg FD centered largely on two issues. First,
analysts argued that management-provided information, including informa-
tion guidance, is a primary means by which companies communicate informa-
tion to the capital markets. In particular, opponents argued, many companies
are more willing to convey complex and potentially proprietary information to
securities analysts rather than to issue public disclosures of such information,
because analysts have the skill and knowledge to interpret and screen this
information. Curtailing such communications between analysts and manage-
ment would result in no disclosures or simply boilerplate disclosures and
would thus diminish the amount and quality of information available to all
investors, not analysts alone. Second, by reducing the amount of detailed
information available to analysts, Reg FD would impair the quality of analysts’
reports by reducing the ability of analysts to forecast earnings and make stock
recommendations.

In addition to the survey evidence of analysts’ beliefs about the expected
consequences of Reg FD, a growing body of empirical archival research is
now available that has examined the changes in various aspects of companies’
information environments between the pre–Reg FD world and the post–Reg
FD world. Features of companies’ information environments that have been
studied include the informativeness of the market for companies’ stock and
the quality of analyst reports.

Informativeness of the Market for Companies’ Stock.  Research
on the informativeness of the market for companies’ stock focuses on
documenting changes in three aspects of the capital markets between the
pre– and post–Reg FD periods: (1) stock return volatility and trading volume
(both on average and in response to specific information), (2) informational
efficiency and leaks prior to news events, as reflected in the movements in
stock prices prior to the news event, and (3) measures of information
asymmetry.

■ Return volatility. Research has examined two kinds of volatility in
stock market returns—“event return volatility” and “general return volatility.”
Event volatility captures volatility in response to news events; general volatility
captures volatility in event and nonevent periods.

When return volatility is examined in response to news events, such as
earnings announcements, the researcher is largely capturing a market-based
measure of the surprise, or information content, of the news event. When a
news event conveys significant information (that is, contains a large surprise
component), a larger price reaction is expected than when little information
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is conveyed. Hence, high volatility in response to an event is considered to
indicate a more newsworthy event than low return volatility in response to
an event. 

Researchers who examine general return volatility are not interested in
capturing the information content of news (because for a typical company,
news events do not occur on most trading days during the year). They want
to measure how information flows to the market. When information flow is
smooth and stable, the expectation is for lower general return volatility than
when information flow is discrete and infrequent.

Several studies have examined changes in event return volatility of disclo-
sures between the pre– and post–Reg FD periods. Presumably, the interest
here is in documenting whether Reg FD has resulted in more or fewer
newsworthy disclosures. Within this body of work, the focus has largely been
on market reactions to quarterly earnings announcements, although some
studies have examined reactions to management earnings forecasts, 8-K
filings, conference calls, and analyst reports.

To assess event return volatility, researchers abstract from the direction
of the news by taking the absolute value (or squared value) of the market
reaction to the news event. The resulting unsigned measure of the market
reaction to the event is, essentially, a measure of return volatility. The most
common measure of event return volatility is the absolute value of the cumu-
lative abnormal return, ACAR, over a short window surrounding the news
event, such as a three-day window surrounding the announcement of a
company’s quarterly earnings (the day before, the day of, and the day after
the announcement). The ACAR for this window is typically calculated as

(3.1)

where 
ACAR(–1, +1)j,q = the absolute value of the cumulative abnormal return

to company j’s earnings announcement for quarter q,
with day t = 0 as the day company j announced event q

 Rj,t = company j’s raw return on day t
E(Rj,t) = company j’s expected return on day t

Expected returns are proxied by the market return, a beta-adjusted market
return, a size-adjusted market return, or a three-factor adjusted return. The

ACAR 1,+1–( )j q, Rj t, E Rj t,( )–[ ]
t 1–=

+1

∑ ,=
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choice of measure to use largely depends on how important the researcher
believes it is to control for risk factors affecting company j’s returns.34

At least five studies have examined event return volatility around quarterly
earnings announcements made before versus after the implementation of Reg
FD: Bailey, Li, Mao, and Zhong (2003); Eleswarapu, Thompson, and Venkatara-
man (2004); Gadarowski and Sinha (2002); Heflin, Subramanyam, and Zhang
(2003a); Shane, Soderstrom, and Yoon (2001). In all these studies, the authors
found significantly lower event return volatility around earnings announcements
in post–Reg FD periods than in pre–Reg FD periods. Importantly, however,
Bailey et al. found that the lower event return volatility does not appear to be an
effect of Reg FD; rather, it was caused by decimalization of the stock exchanges,
which occurred at roughly the same time as the implementation of Reg FD.35

Controlling for decimalization, Bailey et al. found no incremental effect of Reg
FD on event return volatility around earnings announcements.

Heflin et al. (2003b) examined whether general return volatility changed
following implementation of Reg FD. Their measure of general return volatil-
ity was similar to that described in Equation 3.1 except Heflin et al. used the
squared value (rather than the absolute value) of the company’s abnormal
returns and their window was not restricted to a short interval around earnings
announcement dates. They compared both the total daily return volatility and
the average per day return volatility of their sample companies for all trading
days in the three quarters preceding Reg FD and the three quarters following
Reg FD. Their results showed no evidence that Reg FD has increased general
return volatility; in fact, they found the opposite. Both total and per day return
volatility declined significantly in the post–Reg FD period relative to the pre–
Reg FD period. This result suggests that critics’ predictions that Reg FD would
increase return volatility were not realized.

34Subtracting the market return implies that the researcher believes company j is as risky as
the market (i.e., has a beta of 1). Subtracting the beta-adjusted market return means that the
researcher believes the appropriate model of expected return is the capital asset pricing model,
which expresses the company’s return as a function of that company’s covariation with the
market return, as captured by its estimated beta. Beta is usually estimated over some relatively
short period (e.g., two years) prior to the event. Subtracting the size-adjusted return means that
the researcher believes the best measure of the company’s expected return is the return earned
on similar-size companies, where size is measured by the companies’ market capitalization.
Finally, subtracting the expected return from the Fama and French (1993) three-factor model
means that the researcher believes the company’s expected return is best captured by the sum
of the company’s covariation with the return to (1) the market portfolio, (2) a size portfolio, and
(3) a portfolio based on book-to-market ratios. Usually, for short windows (e.g., one, two, or
three days), the choice of the measure of expected return has little effect on the results.
35Decimalization of stock trading (which occurred in January 2001 for most stocks) reduced
tick sizes to 1 cent on all U.S. stock exchanges (the New York and American exchanges and
NASDAQ).
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■ Informational efficiency. Closely related to the concept of newswor-
thiness, as captured by event return volatility, is the concept of informational
efficiency. Informational efficiency refers to the speed and extent to which
stock prices anticipate information in upcoming information events. When
stock prices reflect information early and fully, the market is said to be highly
informationally efficient with respect to the information reported in the
upcoming disclosure. In contrast, when the stock market reflects little
anticipation of the news (stock prices do not adjust to the information until the
release of the disclosure), the market is said to be highly informationally
inefficient with respect to that disclosure.

Measures of informational efficiency provide a way to calibrate the aggre-
gate effects of private and public disclosures on security prices and, hence,
provide a mechanism for evaluating the net effect of Reg FD on total informa-
tion flows. Understanding this net effect is important in light of critics’ claims
that Reg FD would, on balance, reduce information flows between companies
and the market. If these claims were justified, one would expect a decrease in
informational efficiency after implementation of Reg FD.

Informational efficiency is measured as the gap between a “full-informa-
tion” stock price (usually measured one or two days after the news event to
ensure that the market has fully impounded the information) and the pre-event
price, measured over various windows prior to the announced event. For
example, in their analysis of informational efficiency prior to quarterly earn-
ings announcements, Heflin et al. (2003a) examined pre-event periods extend-
ing as much as 65 days prior to the earnings announcement date. The specific
metric the authors examined is related to the measure of event return volatil-
ity, except that it captures the absolute cumulative abnormal return activity
over longer windows prior to and including the announcement. Their measure
of absolute cumulative abnormal return activity was 

(3.2)

where –m denotes the number of days prior to the news event.
Before considering the findings of Heflin et al. (2003a), consider how this

measure of informational efficiency behaves under extreme assumptions about
information flows to the market. Note, first, that greater (lesser) informational
efficiency means a smaller (larger) gap between the full-information stock price
and the pre-event stock price; this smaller (larger) gap translates into smaller
(larger) measures of ACAR. For example, consider the two situations presented
in Figure 3.1. In Situation A, the market is completely uninformed about the
upcoming announcement (of bad news) and remains uninformed until the
announcement occurs. In this setting, ACAR will be large over the entire pre-
event window (defined here as Day –65 to Day –1) and will converge to zero

ACAR m,+2–( )j q, 1 Rj t, E Rj t,( )–+[ ] 1–
t m–=

+2
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only when the announcement occurs (Day 0) and the news is impounded in the
stock price. Now, consider Situation B in Figure 3.1, in which the market fully
anticipates at Day –65 the information to be disclosed on Day 0. Because at Day
–65 the stock price correctly impounds this information, no further adjustments
to stock price occur during the pre-event window or in response to the
announcement event itself. In this setting, ACAR will be near or equal to zero
over the entire interval. Situation A corresponds to the most extreme case of
informational inefficiency; Situation B corresponds to the most extreme case
of informational efficiency. Of course, most companies’ stock returns do not
exhibit either of these extreme behaviors but something in between.

Heflin et al. (2003a) calculated and contrasted the ACAR measure of
informational efficiency for quarterly earnings announcements preceding and
following implementation of Reg FD. An illustration of their main findings is
given in Figure 3.2. As the graph lines clearly show, they found smaller
average ACARs for earnings announcements made after Reg FD went into
effect. That is, the post–Reg FD ACARs lie consistently below the pre–Reg FD
ACARs. Results based on median values showed a similar pattern. Overall,
this pattern of results is not consistent with critics’ claims that Reg FD would
reduce total information flows to the market; rather, it is consistent with the
view that Reg FD improved informational efficiency.

Figure 3.1. Measuring Informational Efficiency with ACAR
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Informational efficiency is linked to the notion of information leakage—
information becoming known, intentionally or unintentionally, to a select
group of market participants prior to the public disclosure of the information.
The more leakage that occurs, the more stock prices are expected to adjust
to the upcoming news prior to the news event. Of course, the extent to which
leaked information is impounded in stock prices will depend on both the
extent to which the leaked information is public knowledge (that is, the size
of the set of market participants with knowledge of the leaked information)
and the intensity with which these participants trade on this information (or
disseminate the information to investors who trade).

Leakage appears to have been of direct interest to regulators in writing Reg
FD, because one of their concerns was “leveling the playing field” for favored
market participants and individual (retail) investors. The spirit of this claim is
that favored market participants, such as securities analysts or institutional
investors, may use the private communications from management to trade (or
provide the information to others who may trade) in advance of the information

Figure 3.2. Informational Efficiency of Earnings Announcements Pre– and 
Post–Reg FD 

Note: Measurements made for three quarters before and three quarters after implementation of Reg FD.
Source: Heflin, Subramanyam, and Zhang (2003a, Figure 1).
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being made known to all investors. Presumably, such trading results in favored
market participants profiting from their superior access to private communica-
tions. Investors without access to the private communications are forced to wait
until the information is disclosed publicly by the company or until it becomes
public knowledge indirectly when sufficient trading by favored investors
causes the stock price to fully reflect the information. In either case, less-
favored investors probably profit less, or not at all, than the favored investors.
If Reg FD was successful in leveling the playing field, research should find less
evidence of information leakage after implementation of Reg FD.

Although leakage is related to informational efficiency—that is, more
leakage should, all else being equal, lead to the appearance of greater infor-
mational efficiency—researchers cannot discern leakage by using measures
of informational efficiency (such as ACAR) because these measures do not
distinguish between private and public flows of information to the market. In
particular, if all flows of information to the market reflected private communi-
cations, Heflin et al.’s (2003a) finding of smaller post–Reg FD ACARs would
be consistent with greater leakage of information following Reg FD. But
because ACARs are affected by both public and private information, an equally
compelling explanation for the smaller post–Reg FD ACARs is that the amount
of public disclosure of upcoming information increased. Indeed, Heflin et al.
(2003a) asserted exactly that interpretation when they argued that their
results show that Reg FD increased information flows.

To focus on information leakage, a researcher would ideally isolate move-
ments in stock prices attributable to private information flows from move-
ments in prices attributable to public information. Unfortunately, it is not
possible to design a clean test of this ideal type because private information
flows cannot be identified; precisely because they are private, they are not
observable. So, to disentangle the effects of public from private information
on stock price movements, researchers use two indirect approaches. First,
they may focus on relatively short windows just prior to the news event (for
example, 2, 5, or 10 days prior to the earnings announcement) and assume
that any stock price movements in that window are a result of information
leakage. This approach is typically implemented after excluding observations
for which public disclosures occurred during the chosen pre-event window,
such as preannouncements of the upcoming earnings. The second approach
correlates preannouncement stock price movements with announcement-
period stock price movements. In this approach, a positive correlation is
interpreted as evidence of information leakage.36

36A finding of a positive correlation is consistent with leakage but not determinative of leakage
because public disclosures during the preannouncement period could also lead to a positive
relationship between preannouncement and announcement-period returns.
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Gadarowski and Sinha used both approaches to test whether Reg FD
altered the extent of information leakage prior to voluntary earnings forecasts
and forecast guidance made by managers. Their preannouncement period was
defined as Days (–2, –1), and the announcement period was defined as Days
(0, +1); hence, they focused on leakage that occurs near news events. Their
results showed that preannouncement abnormal returns are positively corre-
lated with announcement-period abnormal returns and that the amount of
preannouncement abnormal return (both in total and as a proportion of the
announcement-period abnormal return) has been significantly smaller since
Reg FD. Also, for a sample of quarterly earnings announcements, Mac (2002)
reported evidence of a decline in information leakage between pre– and post–
Reg FD periods. In addition, both studies documented that these effects were
more pronounced for large companies than for small companies. They inter-
preted their results as indicating that Reg FD has been effective in leveling
the playing field, especially for investors in large companies, by reducing the
extent to which companies can engage in selective disclosures.

■ Information asymmetry. Measures of information asymmetry in the
stock market attempt to capture the extent of informed versus uninformed
trading in a stock. High information asymmetry reflects a large gap between
the knowledge possessed by informed traders and that possessed by
uninformed traders. When information asymmetry is high for a stock,
uninformed traders prefer not to trade in that stock because of the strong
likelihood that informed traders will take advantage of them and because
high levels of information asymmetry generally imply higher transaction
costs. The absence of trading by uninformed traders reduces the liquidity of
the stock. 

Common measures of the extent of information asymmetry among inves-
tors are the bid–ask spread, a score based on the likelihood of informed
trading in the stock, and measures of informed trading based on trade size.

Turning first to bid–ask spreads, we note that spreads have three compo-
nents—an inventory cost component (reflecting the cost to the market maker
of holding the stock in inventory), a transaction cost component (reflecting
the cost to trade), and an adverse selection component (reflecting the cost to
the market maker of trading with an informed trader). The last of these
components—adverse selection—is the component of the spread that can be
related to the notion of information asymmetry among investors.

Research on changes in bid–ask spreads in response to Reg FD have
generally found mixed results. For example, Eleswarapu et al. and Sunder
(2002) documented some evidence of a decline in total spreads following Reg
FD, but Eleswarapu et al. found that this effect occurred only for stocks that
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also experienced decimalization. For a smaller sample of companies, Straser
(2002) identified the adverse selection component of the total spread and
compared the magnitude of this component pre–Reg FD with the magnitude
post–Reg FD. He documented a significant increase in adverse selection
following the implementation of Reg FD.

Brown, Hillegeist, and Lo (2002) and Straser found a significant increase
in PIN scores following Reg FD. PIN scores, developed by Easley, Kiefer, and
O’Hara (1997), capture the “probability of informed” trading in a stock and are
based on inferring informed trades from transactional stock data. Although
an increase in PIN scores is consistent with an increase in the adverse
selection component of the bid–ask spread (found by Straser), Brown, Hill-
egeist, and Lo noted that the increase in PIN scores is also consistent with a
general upward trend in PIN scores that occurred over the same period as the
implementation of Reg FD.

An alternative measure of informed trading that researchers have
attempted is to characterize the identity of traders based on the size of their
trades. Essentially, this research considers low dollar trades (usually trades
less than $10,000) as attributable to individual investors and trades in excess
of the cutoff amount (or some higher threshold) as attributable to institutional
investors. Given that institutional investors generally have greater access to
information about a company (partly, at least, because of the security analysts
who work for the institution), researchers often characterize institutional trad-
ers as being more sophisticated and more informed than individual traders.37

Bushee, Matsumoto, and Miller (2002) investigated pre– and post–Reg
FD changes in individual trading during conference calls. Using the percent-
age of a company’s total trades that were small (i.e., less than $10,000 in value)
as their measure of individual trading, they found that individuals have
increased their trading since implementation of Reg FD. The increase in
individual trading was more pronounced for companies that had hosted closed
conference calls in the pre–Reg FD period, which suggests that Reg FD has
had a larger effect on these companies than on companies that had always
held open conference calls. The implication of this result is that Reg FD
increased individual investors’ access to information in conference calls (and
the timing of that access) to a level similar to the access and timing of their
institutional investor counterparts.

37A problem with identifying informed and uninformed traders from trade size is that a truly
informed trader may mask his or her possession of information by breaking up the trade into
smaller pieces and thus appearing to be an uninformed trader. For this reason, tests using
measures of uninformed trading derived from trade size are generally of low statistical power.
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Quality of Analysts’ Reports. If Reg FD was effective in substituting
public disclosures for the private communications between managers and
securities analysts, Reg FD should have resulted in a shift from private
communications to public disclosures. If information flows to analysts were
reduced by Reg FD, the quality and newsworthiness of analysts’ forecasts
should have declined. Have researchers observed a decline in the quality and
newsworthiness of analyst reports?

Numerous studies have examined the effects of Reg FD on three proper-
ties of analysts’ earnings forecasts—accuracy, dispersion, and newsworthi-
ness. Investigations of these characteristics are motivated by the following
argument: Critics have argued that because Reg FD eliminated private com-
munications between managers and analysts, analysts’ reports should have
become less insightful and, therefore, less useful to investors since Reg FD.
If individual investors rely on securities analysts as a primary source of
company-specific investing information, a decline in the quality of analysts’
reports would cause investors to be worse off since the regulation’s implemen-
tation. This argument rests on the premise that analysts would either be
unwilling or unable to replace the information lost by Reg FD’s elimination of
private communications. 

Survey evidence indicates that analysts expected to compensate for the
lost private communications with managers. In particular, the majority of
analysts responding to the AIMR 2001 survey believed that the accuracy of
their earnings forecasts and their stock recommendations would not suffer as
a result of Reg FD. This evidence suggests that securities analysts believed
they would be able to replace the lost management-provided information by
searching for other private information.38 Research into the effects of Reg FD
on the quality of analysts’ reports explores not only whether the changes in
quality materialized but also whether analysts were able to substitute other
information for the lost communications with management.

Probably the most unambiguous measure of forecast quality is forecast
accuracy, measured as the absolute value of the forecast error. At least five
studies to date have looked for any change in the accuracy of analysts’ EPS
forecasts between the pre– and post–Reg FD periods: Agrawal and Chadha
(2003); Bailey et al.; Heflin et al. (2003a); Mohanram and Sunder (2001); Shane
et al. Three of the studies (Bailey et al.; Heflin et al.; Shane et al.) found no
change in forecast accuracy, whereas the other two (Agrawal and Chandha;
Mohanram and Sunder) found a decrease in forecast accuracy. Mohanram

38Survey evidence reported by Janvrin and Kurtenbach (2002), however, indicated that 51
percent of analysts believed the amount of financial information provided by company
managers decreased following Reg FD; 14 percent believed it was unchanged.
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and Sunder further found that the decline in forecast accuracy is more
pronounced for the less-skilled analysts; in particular, they found that All-Star
analysts (as defined by the Institutional Investor annual ranking of analysts)
experienced a smaller average increase in absolute forecast errors than did
non-All-Star analysts.

A second property of analysts’ forecasts is their dispersion. Dispersion
captures the extent of disagreement among analysts about a particular com-
pany’s earnings for a given quarter. Recall from Chapter 1 that dispersion is
viewed as a proxy for the degree of heterogeneity of beliefs (among analysts
following the same company) with respect to earnings expectations. The
greater the variation among analysts’ earnings forecasts for a given company-
quarter, the more uncertainty and, therefore, the less confidence that the
consensus of those forecasts is a good measure of the market’s expectation
for earnings. At least seven studies have examined the effect of Reg FD on
analyst forecast dispersion. Two of these studies (Heflin et al. 2003a; Shane et
al.) found no change in forecast dispersion between the pre– and post–Reg
FD periods, whereas five (Agrawal and Chadha; Bailey et al.; Irani and
Karamanou 2003; Mohanram and Sunder; Topaloglu 2002) reported a signif-
icant increase in dispersion following implementation of Reg FD.

A third property of analysts’ forecasts is their newsworthiness. Recall from
Chapter 1 that a common proxy for newsworthiness is the absolute price
impact of the analyst’s report on the day it is issued. In comparing the price
impact of analysts’ reports between the pre– and post–Reg FD periods,
Gintschel and Markov (2003) documented a significant decline. They
reported that the average price impact of analysts’ reports was 32 percent
lower in the post–Reg FD period than in the pre–Reg FD period.

Although these studies interpreted the smaller newsworthiness and the
greater dispersion of analysts forecasts as suggesting that Reg FD had the
intended effect of reducing selective disclosure (that is, of reducing the flow
of private information), their results do not prove such effects. In particular,
several studies noted that these findings could be the result of changes in
either the amount of private information or the amount of public information.
This distinction is important because it concerns two very different explana-
tions for the increased dispersion in analysts’ forecasts. One explanation is
that the increased dispersion is the result of larger amounts of public informa-
tion in the post–Reg FD period. Larger amounts of public information may
have occurred for several reasons, not the least of which relate to the crash
of the Internet bubble in October 2000 and to the start of the economic
recession in March 2001. The other explanation is that the increased disper-
sion is the result of increased private information in the post–Reg FD period
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as analysts make efforts to replace the private communications from client
managers with other sources. Importantly, only the latter explanation (ana-
lysts expanding efforts to acquire private information) is causally linked to Reg
FD; the former explanation (larger amounts of public information because of
economic shocks) is not.

Two studies using different approaches have attempted to parse these two
effects. Mohanram and Sunder used a methodology developed by Barron, Kim,
Lim, and Stevens (1998) to separate the private and public information compo-
nents of analysts’ forecasts. Their approach combined information contained in
analysts’ forecast errors and forecast dispersion to create measures of the extent
to which analysts rely on public information versus private information in
developing their forecasts. Applying these measures to their sample, Mohan-
ram and Sunder found that the amount of public information in analysts’
forecasts declined after Reg FD but the amount of private information increased.
They concluded that since Reg FD, analysts are expending more time and effort
to enhance the quality of their private information about a given company.

Zitzewitz (2002) noted that the approach used by Mohanram and Sunder
is limited because it does not distinguish between “herding” behavior and
rapid changes in consensus expectations (which probably occurred during
the Internet crash and the 2001 recession).39 Using a methodology that does
not suffer from these limitations, Zitzewitz found results that are the opposite
of Mohanram and Sunder’s findings. Specifically, he found that a dramatic
decrease occurred post–Reg FD in the amount of private information and a
substantial increase occurred in the amount of public information. His results,
therefore, are more consistent with the view that greater disclosure of public
information (not enhanced private information search or processing) led to
the increased dispersion in post–Reg FD forecasts.

Inferring Causality from Pre– vs. Post–Reg FD Studies.  All of the
Reg FD studies described to this point used a similar research design. The
approach was to compare proxies for the information environment measured
in one or more pre–Reg FD periods with similar proxies measured in one or
more post–Reg FD periods. Typically, the pre– and post–Reg FD periods were
chosen to avoid the quarter in which Reg FD took effect (the fourth calendar
quarter of 2000). Most studies defined the pre–Reg FD period to include the
three, four, or five quarters ending prior to the quarter in which Reg FD was
implemented and defined the post–Reg FD period as the same quarters for
periods following implementation. [Matching the quarter q (= 1, 2, 3, and 4)
earnings forecasted in year t with the quarter q earnings forecast for year t +
1 controls for any seasonality in the information proxies.]

39 We discuss herding behavior in Chapter 4.
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In general, this type of company-specific, pre versus post research design
works well if no confounding factors occurred at the same time as the event
under study. In the case of Reg FD, such an assumption is highly questionable.
In the time period covered by Reg FD research (1998–2001), several events
occurred that could, and probably did, affect inferences about companies’
information environments: 
• the beginning of the economic recession in the United States (March

2001),
• the crash of the Internet bubble (beginning October 2000),
• the decimalization of stock trading on U.S. stock exchanges (late January

2001 for most stocks),
• the demise of Enron Corporation (beginning in September 2001 and

ending on 1 December 2001 when the company filed for Chapter 11
protection) and Arthur Andersen (indicted in March 2002, found guilty in
June 2002, and ceased audits of SEC registrants as of 31 August 2002), and

• general trends in technology, movements through business cycles, and
changes in macroeconomic indicators, such as interest rates and gross
domestic product (GDP). 

The potential confluence of these events makes drawing a causal connection
between any change in the information environment and Reg FD extremely
difficult. In particular, the existence of these other economywide changes
means that any of these explanations is as likely as Reg FD to have caused an
observed change in the information environment.

The key to resolving this inference problem is to control for the effects of
the other economywide changes. Some studies have attempted to do so by
including, as independent variables, measures of industry performance (such
as growth or profitability), interest rates, or GDP. This approach is limited to
those explanations that can be proxied by some readily measurable variable
(such as GDP). Other studies have focused on one alternative explanation and
attempt to exploit variation in that explanation to identify the effects of Reg
FD. A good example of this approach is Bailey et al.’s analysis of the effects
of decimalization on measures of return volatility. Although this approach
sheds light on the one alternative explanation studied, it does not address the
possibility that other explanations may lie behind the results.

A third approach seeks to identify cross-sectional variation in the degree
to which companies were likely to be affected by Reg FD. An example is
Bushee et al.’s analysis of the relative effects of Reg FD on companies that had
previously held open versus closed conference calls. The advantage of this
approach is that it allows the researcher to identify ex ante companies for
which the larger effects would be expected. For example, Bushee et al. argued
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that Reg FD should have had bigger effects on companies that formerly held
closed conference calls because it forced these companies either to stop
holding closed conference calls or to open them. The limitation of this
approach is that it hinges on the difference in the degree to which two groups
of companies (i.e., previously “closed” versus previously “open”) are expected
to respond to Reg FD.

Francis, Nanda, and Wang (2004) adopted this third approach but identi-
fied companies for which the authors expected extreme variation in responses
to Reg FD. Their design exploited the fact that not all companies traded on
the U.S. stock exchanges were subject to Reg FD. In particular, they noted
that Rule 101(b) of Reg FD explicitly excludes foreign issuers trading on U.S.
exchanges. Practically, the effect is that Canadian companies and companies
that trade as American Depositary Receipts (ADRs) are excluded from Reg
FD (hereafter, we will refer to all such companies as “ADRs” for simplicity).40

Francis, Nanda, and Wang identified ADRs in the same industry and of similar
size as U.S.-listed companies and compared the resulting one-to-one matched
samples in terms of the effects of Reg FD. If changes over time in ADRs’
information environments capture all changes that are not a result of Reg FD,
this approach allows the authors to interpret any difference between the
information environments of the matched U.S. companies relative to the ADR
companies as capturing the effects of Reg FD. The power of this approach
depends on whether ADRs responded to Reg FD even though they were not
required to do so. Anecdotal and empirical results suggest that although ADR
companies responded some, they responded significantly less than U.S. com-
panies that were not exempt from this regulation.

Francis, Nanda, and Wang found no evidence that Reg FD has had any
material effect on return volatility (event or general), trading volume, infor-
mational efficiency, forecast dispersion, or forecast newsworthiness. Specifi-
cally, they found that changes after Reg FD in these information properties
experienced by companies that are subject to Reg FD are indistinguishable
from the changes experienced by companies that are not required to comply
with this regulation. Unless exempt companies felt as compelled to respond
to Reg FD as their nonexempt counterparts, these findings suggest that Reg
FD has had no effect on the information environments of affected companies.

40Canadian companies that choose to be listed on the U.S. exchanges do not trade as ADRs but
are directly listed. Although Canadian law prohibits selective disclosures, these laws have,
apparently, not been enforced. Indeed, as late as July 2002, the Ontario Securities Commission
released guidance for selective disclosures saying, “Canadian law has specifically prohibited
selective disclosure for decades, but Canadian companies needed guidance on what terms such
as ‘necessary course of business’ actually meant.” (“Canadian Regulator . . .” 2002)
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Summary and Conclusion
Do analysts rely on company managers for information? Did this reliance
decrease following implementation of Reg FD? The answer to both questions
is surely yes. But the answer to whether this reliance creates a dependence by
analysts on company-provided information is less obvious because of the lack
of direct methods of testing for the effects and benefits of private communica-
tions with management. Indirect tests generally show patterns in forecast
errors that are consistent with such dependence. That is, empirical evidence
to date suggests that analysts issue more optimistic forecasts when facing
greater incentives to curry favor with management. At least some portion of
this behavior appears warranted; anecdotal evidence and research indicate
that analysts who deviate from favorable forecasting experience reprisals in
the form of blocked or withheld communications. 

The question of whether Reg FD achieved its intended effects remains
open. Much of the current research into the effects of this regulation has used
a design that does not control well (or at all) for other changes that occurred
at the same time as Reg FD. Research that controlled for contemporaneous
events (such as decimalization of the stock exchanges, the Internet crash, and
the recession) generally reveals no significant differences between pre– and
post–Reg FD measures of stock market effects, such as return volatility and
informational efficiency.
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4. Analyst Independence from 
Other Analysts

A common belief, based on behavioral studies, is that individuals “herd” in
many aspects of their daily lives. Loosely speaking, “herding” refers to behav-
ior patterns that are correlated across individuals (i.e., behavioral clustering).
Although behavioral clustering is often taken to imply a lack of independence
among individuals, it may also occur when independently acting individuals
receive correlated information from independent sources. This type of clus-
tering is usually not considered herding. Rather, the notion of herding con-
sidered here, and in most academic research, is similar to that of imitation or
mimicry. An individual is herding if the person’s decision is influenced by the
decision(s) of others. As a social phenomenon, imitation has been docu-
mented by numerous studies in zoology, sociology, and social psychology and
is perhaps among human beings’ most basic instincts.

Academic research and the popular press suggest that market partici-
pants herd in their investment decisions. For example, anecdotal evidence has
pointed out the overpricing of U.S. technology stocks in the late 1990s and the
fact that new equity issues and takeovers occur in waves—both of which are
consistent with investor herding. From a financial perspective, the problem
with investor herding is that it may lead to an inefficient market if individuals’
actions that are not socially optimal influence the behavior of followers—
creating a cascade effect.

In addition to investors, financial analysts have also been portrayed as
susceptible to herding. Security analysts perform an important intermediation
function between publicly traded companies and investors because they
analyze and disseminate information about historical and prospective corpo-
rate performance to market participants. Therefore, whether security analysts
herd has significant implications for the efficiency of information acquisition,
processing, and transmission in the financial markets.

The literature on herding behavior in financial markets has grown signif-
icantly during the past decade. This chapter provides an introductory discus-
sion to security analysts’ herding; we do not mean to provide a comprehensive
review of the general literature on herding.41 We first discuss the existing

41Readers who are interested in more general herding theories and evidence on herding can
consult several excellent survey articles (e.g., Bikhchandani, Hirshleifer, and Welch 1998;
Daniel, Hirshleifer, and Teoh 2002; Devenow and Welch 1996; Hirshleifer and Teoh 2003).
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theories of individual herding and their relevance to security analysts. Then,
we survey empirical evidence that is consistent with analysts’ herding. Finally,
we discuss the difficulties in discriminating among competing theories for
analysts herding and introduce several methods that attempt to overcome
these difficulties.

Theory
Two polar views suggest why individuals herd—the irrational view and the
rational view. The irrational view states that investors converge in their beliefs
or actions “because of a ‘herd instinct’ or, from a contagious emotional
response to stressful events” (Hirshleifer and Teoh 2003, p.1). The rational
view proposes that herding is the rational response of individuals to incentives
or their information environment. We do not consider irrational perspectives
in this chapter, so we turn now to the rational view.

Rational Theories on Herding. Within the rational perspective,
researchers have studied various mechanisms that might explain the occur-
rence of herding. We review four such mechanisms—sanctions on deviants,
payoff externalities, career concerns, and information cascades. 

■ Sanctions on deviants. The theory of sanctions on deviants holds that
individuals herd if they believe they will be punished for deviations from the
social norm. Sanctions may lead to persistence of socially inefficient customs;
for example, Akerlof (1980) considered a labor market in which the social
norm prohibits employers from hiring workers at a reduced wage. Although
there may be workers willing to work at the reduced wage, the employer
cannot profitably hire these workers because his current workers will not train
the new workers; doing so would undermine the current workers’ reputation.
Akerlof showed that unemployment will persist if individuals are punished by
loss of reputation for disobeying the custom.

■ Payoff externalities. Payoff externalities occur when an individual’s
payoff for adopting a particular action increases as the number of other
individuals adopting the same action increases. For example, the benefit from
signing up for a specific instant messaging network (for example, AOL, MSN,
or Yahoo!) increases as the number of other people who sign up for the same
service increases. As a result, individuals have incentives to coordinate their
behavior. Diamond and Dybvig (1983) provided an example of how payoff
externalities can lead to bank runs. If all depositors rush to withdraw their
funds from the bank because of fears that the bank may go bankrupt, the
sudden withdrawals will push the bank into bankruptcy even if it is financially
sound. Thus, depositors’ herding to withdraw their funds is rational because
their fear of bankruptcy is self-fulfilling.
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■ Career concerns. Individuals care how their current performance
affects the labor market’s beliefs about their abilities and, as a result, their
future compensation. Career concerns often provide an individual with
implicit incentives for performance. For example, although white-collar
employees are typically paid fixed annual salaries, they may be induced to
strive for higher performance—despite the absence of explicit incentives—if
their current performance affects their future in the company. Specifically, if
bad performance increases employees’ chances of being fired or if good
performance increases their chances of promotion, employees will have
implicit incentives to increase their effort and performance. Fama (1980)
argued that in a competitive labor market, career concerns will motivate
corporate managers even if they are not given explicit pay-for-performance
compensation contracts. Holmstrom (1999) modeled these implicit incentives
formally and concluded that implicit incentives can substitute (although not
perfectly) for such explicit incentives as performance-contingent compensa-
tion (e.g., an earnings-based bonus plan).

The effects of career concerns have been analyzed in many settings,
including corporate investment decisions (Avery and Chevalier 1999; Mil-
bourn, Shockley, and Thakor 2001; Prendergast and Stole 1996; Scharfstein
and Stein 1990), trading patterns of mutual fund managers (Chevalier and
Ellison 1999), analysts’ forecasting behavior (Chen and Jiang 2004; Ehrbeck
and Waldmann 1996; Trueman 1994), and incentives in government agencies
(Dewatripont, Jewitt, and Tirole 1999). In general, the effects of career con-
cerns on individual behavior depend on the performance measures being used
to evaluate individuals and on how these measures affect future compensation.
For example, the study by Scharfstein and Stein and the study by Trueman
both show that herding behavior arises as an individual’s best response to
career concerns. But consider the contrasts in the behavior and the settings
of the two studies. 

In Scharfstein and Stein, managers faced identical investment choices—
a high-NPV (net present value) project or a low-NPV project. The managers
could be of high ability or low ability, although neither the managers nor the
market observed the true ability of the managers. High-ability managers
received correlated information signals on which to base investment deci-
sions. Low-ability managers received uncorrelated, noisy signals that had no
investment value. Scharfstein and Stein showed that when any two managers
face this investment decision, an equilibrium exists in which the first manager
makes his choice based on his signal and the second manager always imitates
this choice regardless of her own signal. As a result, the market infers
managers’ abilities on the basis of whether the managers’ investment choices
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are identical. If the investment choices are the same, the market views the
managers as being of high ability; if the investment choices differ, the market
infers the managers are of low ability.

The intuition for this result is as follows. If the second manager responds
to her own signal, the market correctly infers that her signal differed from the
first manager’s and infers that both managers are of low ability (because only
managers of low ability received uncorrelated signals). If the second manager
mimics the first manager’s investment choice, however, she increases the
likelihood that the market will conclude that both managers have high ability
(correlated signals). This outcome is akin to the insight of John Maynard
Keynes (1936, p. 158): “Worldly wisdom teaches us that is it better for the
reputation to fail conventionally than to succeed unconventionally.” 

Trueman studied herding in analyst forecasting behavior. In his model,
analysts had either high ability or low ability and they knew their own type.
The high-ability analysts received more precise signals about a company’s
future earnings than did the low-ability analysts. Trueman showed that, on
average, all analysts tend to issue forecasts that are biased toward the market’s
prior earnings expectations (i.e., they herd). Low-ability analysts, however, are
even more likely to herd—that is, to ignore their own information and to issue
forecasts biased toward the prevailing earnings forecast. The intuition for this
result is that it is less costly for a low-ability analyst than for a high-ability
analyst to ignore information because the low-ability analyst’s signals are less
informative than the more precise signals received by a high-ability analyst.

A key assumption in both of these studies is that the market is imperfectly
informed about the agent’s ability. In the Scharfstein and Stein model, the
market did not observe the managers’ private signals; in the Trueman model,
the market did not observe the analysts’ true abilities. In both models, the
market inferred an agent’s ability by comparing her action with that of her
peers. Both studies showed that when such imperfect inferences are drawn
from other agents’ actions, individuals may prefer to mimic the actions of
others to preserve or enhance their reputation.

■ Information cascades. Loosely speaking, an information cascade
occurs when the action of an agent (individual) stops conveying the agent’s
supporting information to others who act after the agent. Information cascades
can occur only when agents act in sequence and when the agents acting later
in the sequence cannot observe the information underlying the behavior of
agents acting earlier. An information cascade can also be thought of as an
information externality. That is, each agent’s action conveys information to
others who act later, but agents do not consider this effect in choosing their
actions. When the behavior of earlier-acting agents does not completely reveal
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their private information, later-acting agents draw inefficient inferences.
When these inferences are imperfect, later-acting agents often ignore their
own information and follow the actions of the earlier-acting agents.

Banerjee (1992) provided a classic example of an information cascade.
Suppose two restaurants, A and B, are adjacently located. Assume also that
the commonly held belief is that, with a probability of 51 percent, Restaurant
A is better than Restaurant B (with the probability of 49 percent that B is better
than A). Apart from this common prior belief, everyone receives a private
signal, of equal precision, indicating which restaurant is better (this private
signal could be wrong). Suppose that 99 of 100 people receive the signal that
Restaurant B is better but the one person whose signal favors Restaurant A
gets to choose first. Clearly, this first person will choose to eat at Restaurant
A. The second person (whose private signal favors B) will observe the first
person’s action and infer that the first person received a signal that favored A.
Given that all signals are of equal precision, the second person now confronts
contradictory signals that cancel each other. In this case, he will revert to his
prior belief (which is based on his observation of the action chosen by the
earlier-acting individual) and choose Restaurant A. As a result, the second
person’s decision does not convey information to the people acting after him
about his private signal. The result is that everyone ends up eating at Restau-
rant A, even though the private information overwhelmingly indicates that
Restaurant B is the better choice.

For an information cascade to occur, the agents’ possible actions must be
discrete. In the restaurant example, the decision is to dine in either Restaurant
A or Restaurant B; there is no continuum of restaurant choices. Such discrete-
ness prevents later-acting agents from completely unraveling the information
underlying earlier-acting individuals’ behavior. To see this effect, consider a
situation in which the first person receives either a signal that strongly favors
A or a signal that only marginally tilts his preference toward A. If the first
person acts differently depending on which of the two signals he observes
(which he cannot do if the decision is an either/or decision), then the second
person, by observing the first person’s action, will make the correct inference
from the first person’s private signal. But if the first person chooses to go to
Restaurant A in case of a strong signal and in case of a marginal signal, the
private information in her signal is lost.

Analysts’ earnings forecasts and price targets, although usually made in
cents per share, are substantially less discrete, more of a continuum, than their
stock recommendations, which are usually made in a small number of cate-
gories from strong sell to strong buy. Thus, if an information cascade occurs
among analysts, it is more likely to be observed in their stock recommenda-
tions than price targets.
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Analysts’ Incentives to Herd. Analysts may herd not only in their
stock recommendations, earnings forecasts, and price targets but also in other
aspects of their reporting behavior, such as the decision on covering a
company or the timing of issuing a forecast. Depending on the incentive and
information environment analysts face, some of the mechanisms we have
mentioned may be more plausible than others in explaining analyst herding.

Trueman showed that career concerns may lead analysts to ignore their
private information and herd to the market consensus in their forecasts. An
important assumption in his model is that analysts care about their forecast
accuracy. Anecdotal evidence and empirical evidence support this assump-
tion. For example, earnings forecast accuracy is one of the four criteria
explicitly used by Institutional Investor in designating All-America Research
Team analysts.42 Moreover, although earnings forecast accuracy is rarely an
explicit factor in analysts’ annual compensation, it is implicit in their reward
systems. As one analyst put it, “If your estimates aren’t accurate, nobody’s
going to buy your stocks” (Dorfman 1991). 

Academic research has provided substantial support for the notion that
earnings forecast accuracy affects analysts’ career opportunities. Stickel
(1992) found that All-America analysts selected by Institutional Investor issue
more-accurate earnings forecasts and revise their forecasts more frequently
than other analysts. This finding suggests that accuracy is rewarded, because
All-America analysts are typically better compensated than other analysts. 

Several studies have examined how analysts’ past forecast accuracy is
related to their future career moves. Three measures of career move have
been studied: the probability that an analyst will leave the profession, the
probability that an analyst will change his or her employer, and the probability
that an analyst will move up or move down in his or her next job. Hong, Kubik,
and Solomon (2000) found that younger analysts are more likely than their
older counterparts to leave the profession because of poor forecast accuracy.
Mikhail, Walther, and Willis (1999) found that the probability that an analyst
will change employer is higher if the analyst has low forecast accuracy (relative
to the analyst’s peers) in the prior year. The authors did not find a statistically
significant relationship, however, between the probability of an analyst’s
turnover and the profitability of the analyst’s stock recommendations.

On the whole, these findings suggest that forecast accuracy matters to
analysts’ future careers. They are not conclusive, however, because other
reasons may explain an analyst’s decision to leave the profession or to change

42The other criteria are stock picking, written reports, and overall service. The All-America
Research Team members are selected by polling several hundred institutional investors and
money managers. The results are published annually in Institutional Investor’s October issue.
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employers. Notably, the analyst may be pursuing a better career opportunity.
To address this concern, Hong and Kubik (2003) separated brokerage houses
into high-status and low-status houses; they defined “leader houses” as those
that employ the most Institutional Investor All-America analysts (firms such
as Goldman Sachs and Merrill Lynch & Co.). They examined whether better
forecast accuracy increases an analyst’s chances of moving from a low-status
house to a high-status house or of staying at a high-status house. Hong and
Kubik found that analysts with high forecast accuracy are more likely to
experience a favorable job separation (moving up to or remaining at a high-
status brokerage house) than analysts with low forecast accuracy.

Although caring about forecast accuracy may lead analysts to herd, other
incentives may lead analysts to “antiherd”—that is, to issue bold forecasts. For
example, analysts face pressure to generate brokerage business, with their
reward sometimes explicitly tied to the amount of trading commissions they
generate. Chen and Jiang (2004) showed that such a reward structure moti-
vates analysts to exaggerate their forecasts (i.e., antiherd). The intuition for
this result is straightforward: Investors trade on news and, therefore, are
unlikely to trade on a forecast that simply repeats information contained in
prior forecasts.

Payoff externalities may induce analysts to herd in the types of companies
they cover. In particular, it may be economical for an analyst to initiate
coverage of a company when other analysts follow the company if payoff
externalities exist such that companies with a large analyst following exhibit
lower costs of initiating coverage.

Empirical Evidence
In surveying the empirical evidence on analyst herding behavior, we begin
with a discussion of herding by institutional investors, including money
managers at pension funds and mutual funds. The investment decisions of
these institutions are usually based on the analyses and recommendations of
the analysts employed by the institution. Hence, we interpret research on
herding by institutional investors to reflect, at least in part, the herding
behavior of buy-side analysts. We then discuss evidence of herding in sell-side
analysts’ work products, including their stock recommendations, earnings
forecasts, and the timing of their forecasts. In our discussions, we highlight
the difficulties of documenting herding. Specifically, how can one know with
confidence that herding exists? Because confidence in these inferences
depends on the adequacy of the test variables and the research design, we
also provide brief discussions of the methodologies used to measure herding.
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Herding by Institutional Investors. Much anecdotal evidence sug-
gests that investors herd in their investment decisions; in particular, they
follow the investment decisions made by influential investors. For example,
investors tend to mimic the investment choices of such influential investors as
Long-Term Capital Management (before its collapse) or Warren Buffett (see
Lohse 1998). According to the Economist (see Silverfinger 1998), silver prices
soared with the disclosure that Buffett had bought approximately 20 percent
of the 1997 world silver output. As another example, O’Brien and Murray
(1995) noted that share prices for American Express Company and PNC Bank
increased by, respectively, 4.3 percent and 3.6 percent when Buffett’s filings
indicated he had increased his shareholding in these companies.

Despite anecdotal evidence, large-sample empirical evidence of herding
is inconclusive. The main difficulty in documenting herding is the need to rule
out clustering in actions because of common information. That is, it is hard to
eliminate the possibility that some external factor is independently influencing
investors’ trading decisions. For example, it would be inappropriate to con-
clude that analysts are herding if all analysts revise their earnings forecasts
upward for a pharmaceutical company upon learning that the company’s new
drug received U.S. Federal Drug Administration approval; for all analysts to
revise their forecasts in that circumstance is rational.

Early studies investigated whether the trading decisions of institutions
were correlated and reached different conclusions. For example, Kraus and
Stoll (1972), using data from a U.S. Securities and Exchange Commission
study on monthly changes in institutional stock holdings, found little evidence
of herding. In a related study, Friend, Blume, and Crockett (1970) found that
mutual funds tend to buy stocks that were purchased by successful funds in
the previous quarter, which is consistent with herding.

More-recent studies have used a statistical measure of herding developed
by Lakonishok, Shleifer, and Vishny (1992; hereafter, LSV). LSV measured
herding as the average tendency of a group of individuals to buy/sell particular
stocks at the same time relative to what would be expected if these individuals
traded independently. Usually, this group of investors has similar character-
istics; for example, they might be pension fund managers. 

The method was as follows: Let Bi,t(Si,t) be the number of fund managers
in a given group who buy (sell) stock i in quarter t. The LSV measure of
herding for stock i in quarter t by this group of investors is

LSVi,t = |pi,t – pt| – AdjFactori, (4.1)

where pi,t is the proportion of all investors in the group trading stock i in
quarter t that are buyers and is calculated as Bi,t/(Bi,t + Si,t). The variable pt is
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the average of pi,t over all i = 1,. . .,I stocks traded by at least one of the fund
managers in the group in the same quarter. Intuitively, the first term in the
LSV measure, |pi,t – pt|, captures the “unexpected buys” for stock i in quarter
t (with the “expected buys” given by the average buys by the fund managers
for all stocks in the same time period). For example, suppose all fund managers
traded only IBM Corporation, Microsoft Corporation, and Dell and that in a
given quarter, 80 percent of the fund managers bought IBM, 70 percent bought
Microsoft and 60 percent bought Dell. Then, the expected buys, pt, would be
70 percent (the average of 80 percent, 70 percent, and 60 percent) and the
unexpected buys for IBM would be 10 percent (80 percent – 70 percent).

Unexpected buys can occur for various reasons—planned increases in the
fund’s holdings, the arrival of unexpected favorable information, and/or herd-
ing by institutional investors. To control for effects other than herding, LSV
modified the calculation of unexpected buys by subtracting an adjustment
factor, AdjFactori, which allows for random variation around the expected
proportion of buyers under the null hypothesis of independent fund trading.
Empirically, AdjFactori is calculated as the average of unexpected buys over
all other quarters. In the preceding example, the adjustment factor would be
determined by repeating the |pIBM,t – pt| calculation to obtain the unexpected
buys for IBM for all other quarters, averaging those values across all quarters
(to obtain AdjFactori), and then subtracting the adjustment from |pIBM,t – pt|.

LSV applied their measure to investigate herding behavior in the invest-
ment decisions made by 341 money managers at 769 U.S. pension funds. The
average value of the herding measure for their sample was 2.7, indicating that
if 100 funds traded in a given stock-quarter, 2.7 more funds traded on the same
side of the market than would be expected under the null hypothesis that the
funds picked stocks independently. Although 2.7 is reliably different from 0,
it is small in economic terms. LSV found that herding behavior is more
pronounced in small-capitalization stocks. They interpreted this result as
suggesting that the poorer information environments of small-cap stocks lead
money managers to pay relatively more attention to the actions of other
players in making their own investment decisions.

Grinblatt, Titman, and Wermers (1995) used the LSV measure to exam-
ine the trading behavior of 274 mutual funds between 1974 and 1984. They
also found little evidence of (economically significant) herding. When they
partitioned their sample on the basis of the past performance of stocks, they
found that funds exhibit greater herding in buying past winners than in
selling past losers. Grinblatt et al. also defined a herding measure at the fund
level. Of the seven types of funds they considered (balanced funds, growth
and income funds, growth funds, aggressive-growth funds, income funds,



Security Analyst Independence

84 ©2004, The Research Foundation of CFA Institute

special-purpose funds, and venture capital/special situation funds), they
found that aggressive-growth funds exhibit the highest tendency to herd,
with growth funds ranked second.

Wermers (1999) conducted a similar analysis on a substantially larger
sample—all mutual funds that existed between 1975 and 1994. He found
evidence of herding on average, and this herding was more pronounced for
small-cap stocks, for stocks that had experienced high returns, and for funds
that were growth oriented. Contrary to the findings of Grinblatt et al., Werm-
ers found that, on average in his sample, herds formed more often on the sell
side of the market than on the buy side; this behavior was especially pro-
nounced for small-cap stocks. He also found superior performance among the
stocks that “herds” bought relative to those they sold during the six months
subsequent to trades, especially among small-cap stocks.

Investor herding has also been examined in an international context. In
studying investors’ trading strategies in the South Korean stock market, Kim
and Wei (1999) found evidence of significant herding by nonresident investors
and institutional investors. They also found that herds of nonresident institu-
tional investors formed more easily for the 19 Korean stocks that were
regularly reported in the Wall Street Journal and for stocks that showed
extreme returns in the previous month. Choe, Kho, and Stultz (1999) docu-
mented similar findings for the Korean market.

Partly because of limitations of the LSV measure, other researchers have
proposed and tested alternative measures of herding.43 One such measure
considers whether the returns on individual stocks cluster more tightly
around the market return during large price changes. Tight clustering of
stocks around the market during periods of market stress is interpreted as
evidence that investors prefer to treat all stocks similarly during such periods
rather than choose individual stocks. Using this measure of clustering,
Christie and Huang (1995) found a relatively higher dispersion of stocks
around the market return at times of large price movements. Because reduced
dispersion would be consistent with a herding argument, the authors inter-
preted this result as inconsistent with investor herding.

43As to the limitations of the LSV measure, Bikhachandani and Sharma (2001) pointed out
three. First, the measure uses the number of investors and does not consider the value of stock
that investors buy or sell. Second, it does not capture whether herding is constant over time
(that is, do the same sets of funds herd?). Third, it is sensitive to the frequency with which fund
managers trade. In particular, if the average time between trades is three months or more,
quarterly data may be sufficient to detect herding, but if the average time between trades is a
month or less, a quarterly interval, corresponding to most of the data publicly available to
researchers, is too long a time period.
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Nofsinger and Sias (1999) used the correlation between stock returns and
changes in institutional investors’ holdings of the stocks to assess the impact
of herding. They found a strong positive correlation between the two variables.
They interpreted this finding as consistent with the herding of institutional
investors having a greater effect on stock prices than the herding of individual
investors.

Brown, Harlow, and Starks (1996) and Chevalier and Ellison (1997) found
that mutual fund managers that are doing well lock in their gains toward the
end of the year by indexing their funds to the market; funds that are doing
poorly deviate from the benchmark, possibly in an attempt to beat it. Later,
Chevalier and Ellison (1999) examined whether reputation and career con-
cerns induce herding. Using Morningstar data for managers of growth and
growth and income funds during the 1992–95 period, they found that junior
managers chose portfolios that were more “conventional” and had lower
nonsystematic risk than the portfolios of the senior managers. The authors
interpreted these results as consistent with herding behavior among junior
fund managers.

Herding in Analysts’ Stock Recommendations. Graham (1999)
examined whether the tendency of investment newsletters to herd around
Value Line’s investment recommendations is consistent with a herding model
based on career concerns. His sample included more than 5,000 recommen-
dations made by 237 newsletters during 1980–1992. Using the Value Line
Investment Survey to provide the “market leaders,” he examined how charac-
teristics of a newsletter writer affect the writer’s tendency to change a recom-
mended equity weight in the same direction as that recommended by Value
Line. Graham found that the ability of the newsletter writer is the key factor
in determining whether his or her recommendation herds on Value Line.
Measuring newsletter ability by the proportion of correct forecasts the news-
letter writer had made, Graham found that the newsletter writers with less
ability are more likely to herd.44 Graham also showed that herding is more
likely if the reputation of the newsletter writer is high, if prior information is
strongly held, and if informative signals are highly correlated.

Welch (2000) used more than 44,000 recommendations between 1989 and
1994 from Zacks Investment Research database to examine whether analysts
herd in their stock recommendations. Unlike the distribution of the newsletter
recommendations studied by Graham, the distribution of sell-side analysts’

44Graham viewed a forecast as correct (incorrect) if the writer recommended increasing
(decreasing) equity weights in period t and the monthly market excess return in period t + 1
was positive (negative).
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stock recommendations in the Welch study was highly skewed: Many more
buy and strong buy recommendations were made than sell or strong sell
recommendations. In Welch’s sample, more than 48 percent of the recommen-
dations were buy or strong buy, compared with about 9 percent sell or strong
sell recommendations. Furthermore, he found more upward revisions than
downward revisions, making the probability of a revised recommendation
highly asymmetrical. For example, the probability that a current sell recom-
mendation would be revised to a buy was 54 percent, whereas the probability
that a current strong buy recommendation would be revised to a buy was only
27 percent. Because of this asymmetrical distribution, a linear regression
(which assumes a symmetrical distribution) was unsuitable.

The asymmetrical nature of the distribution of recommendation revisions
would not be a problem if a theory had been developed as to what the
distribution looks like under the null hypothesis of no herding. If one knows
what the no-herding distribution looks like, one can compare the observed
empirical distribution with the no-herding benchmark distribution and deter-
mine whether any clustering can be attributed to herding. Unfortunately, no
theory yet exists that characterizes the no-herding distribution.

For these reasons, Welch developed a statistical procedure to parse out
the effects of herding and no-herding behavior. His method exploits time-
series variability in the consensus forecast. Specifically, he argued that a high
frequency of revisions from sell to buy is not evidence of herding when the
consensus is a buy recommendation but a high frequency of revisions from
sell to buy is evidence of herding when the consensus is a hold or a strong
buy. Although this classification of herding is conservative (it may fail to detect
herding when herding exists), it minimizes the chance of inferring herding
when herding does not exist.

In Welch’s procedure, the parameter � is the measure of herding behav-
ior. He assumed that the herding parameter affects the probability that a
recommendation of i is revised to a recommendation of j [that is, Pri,j(�,T)]
as follows:

(4.2)Pri j, θ T,( ) Pri j, 0( )
1 j T–( )2
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where

(4.3)

and T is the prevailing consensus recommendation. Thus, 
Pri,j(0) ≡ Pri,j(0,T) (4.4)

is the unconditional probability of a recommendation revision from i to j under
the null hypothesis of no herding. 

The key to understanding this measure is to note that it indicates that
Pri,j (�,T) > Pri,j if � > 0 and Pri,j (�,T) < Pri,j if � < 0. That is, a positive estimate
of � suggests a tendency to herd whereas a negative estimate suggests a
tendency to deviate from the consensus (to antiherd). The idea behind esti-
mating � from this arbitrarily specified function is to let the data dictate the
probability of no herding; doing so circumvents the problem caused by the
lack of theory regarding the underlying distribution if no herding is present.

Depending on the consensus recommendation used (e.g., a simple average
of prevailing recommendations or a weighted-average of recommendations
with weights based on measures of the quality of the brokerage house making
the recommendation), Welch found that the estimate of � ranges from 0.13 to
0.16. For Welch’s sample of stock recommendations, this range implies that
the probability of hitting a target recommendation of hold was 42–47 percent.

The positive values of � that Welch found suggest that the prevailing
consensus and the two most recent revisions by other analysts influence
analysts’ stock recommendations, which is consistent with herding in analysts’
stock recommendations. Furthermore, Welch found that revisions have a
stronger influence on herding behavior if they are recent and if they are good
predictors of future security returns. The effect of the prevailing consensus,
however, does not depend on whether it is a good predictor of subsequent stock
returns. Welch concluded that herding toward recent revisions stems from a
desire to exploit short-term information about fundamentals; herding toward
the consensus is less likely to be driven by information about fundamentals.

Herding in Analysts’ Earnings Forecasts.  If individuals herd, they
will not make full use of their private information and, therefore, may overrely
on public information. This pattern is consistent with prior literature docu-
menting analysts’ tendency to misinterpret new information. De Bondt and
Thaler (1990) found that consensus earnings forecasts systematically overre-
act to new information. Overreaction is consistent with herding, but many
other papers have provided evidence that analysts underreact to new informa-
tion (e.g., Abarbanell and Bernard 1992), which is inconsistent with herding.
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Lamont (2002) used data on forecasts of macroeconomic indicators to test
for the effect of the forecaster’s reputation on her or his forecasts. Lamont’s
focus was on the “boldness” of the forecasts, where boldness captures how
far the forecast deviates from the consensus. Bolder forecasts deviate more
from the consensus forecast (in either direction) than do tentative forecasts.
Lamont found that, relative to more junior forecasters, more senior forecasters
issued bolder, but not necessarily more accurate, forecasts. He interpreted
these results as consistent with a career-concerns-based herding model in
which junior analysts have incentives to herd (i.e., issue forecasts that deviate
less from the consensus).

Hong et al. provided additional evidence on the career-concerns explana-
tion for analyst herding. They examined a large sample of earnings forecasts
from the Institutional Brokers Estimate System (I/B/E/S) for 1983–1996. They
found that analysts with poor forecast accuracy are less likely to be promoted
and more likely to be fired. Conditional on the inexperienced analysts’ forecast
accuracy, however, the inexperienced analysts were more likely than their
experienced colleagues to suffer career setbacks when they made bold predic-
tions. These results provide some evidence that “going out on a limb” and being
wrong when you are inexperienced is costly in career terms. Moreover, buck-
ing the consensus and being right does not significantly add to career pros-
pects. Hong et al. concluded that this pattern of incentives encourages
inexperienced analysts to take fewer risks than their experienced counterparts,
which is consistent with herding behavior on the part of inexperienced analysts.

A limitation in using the boldness measure (defined as the absolute
distance between the forecast and the consensus) as the measure of herding
is that boldness does not uniquely capture herding. Rather, the distance
between the forecast and the consensus will capture the degree of analysts’
herding behavior and the precision of the analysts’ private information. In
other words, one might observe a tentative forecast (i.e., one close to the
consensus) either because the analyst is purposely underutilizing a private
signal and herding toward the consensus or because the analyst is receiving
a very imprecise signal. Because researchers cannot observe the analyst’s
signal or its precision, a forecast close to the consensus does not necessarily
indicate herding; it may simply mean the existence of an imprecise signal.

Zitzewitz (2001) proposed a measure of herding that overcomes this
problem with the boldness measure. His approach focused on the coefficient
estimate from regressing the forecast error for the consensus forecast on the
deviation between an analyst’s forecast and the consensus. In such a regres-
sion, a coefficient greater than 1 indicates overweighting and a coefficient less
than 1 indicates underweighting. The intuition for this measure is as follows:
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If an analyst rationally uses all information in the consensus, any deviation of
his forecast from the consensus should be to correct, on average, the forecast
errors in the consensus. For example, if the consensus contains $1.00 of errors
on average, then a deviation from the consensus by $0.80, which gives rise to
a coefficient estimate of 0.80, indicates the analyst is underweighting his own
signal (because he should have deviated by an additional $0.20). Similarly, a
deviation of $1.20, which gives rise to a coefficient estimate of 1.20, indicates
that the analyst is overweighting his own signal (because he should have
deviated less by $0.20). 

Zitzewitz (2001) found in his sample of I/B/E/S forecasts for 1993–1999
that analysts, on average, overweight. This finding suggests that analysts, if
anything, exaggerate rather than herd.

Chen and Jiang (2003) developed two measures of analysts’ herding ten-
dencies. They studied whether analysts’ weightings of their private and public
information deviate from the benchmark efficient weights. They defined effi-
cient weights as the weights on signals that form a rational, Bayesian forecast.
Their first measure was the estimate of the slope coefficient, �, from regressing
the forecast error, FE, in the analyst’s forecast on the deviation between this
forecast and the consensus forecast at the time the forecast was issued, DEV.
The idea is that forecast errors should not be predictable from available infor-
mation if analysts efficiently weight their private and public information signals.
Intuitively, a positive (negative) value of � means that the analyst’s forecast
deviates too much (too little) from the consensus relative to the forecast that
minimizes the forecast error. When a forecast deviates too much, the analyst is
placing too much weight on private information and too little weight on the
consensus; this pattern suggests boldness. In contrast, when a forecast deviates
too little, the analyst is placing too little weight on her private information and
too much weight on the consensus; this pattern implies herding.

Chen and Jiang’s (2003) second measure of herding is based on the sign
of the analyst’s average forecast error and the sign of the deviation. Specifi-
cally, they calculated the percentage of time the sign of FE equaled the sign
of DEV, denoted by �. The intuition for this measure is as follows: If analysts
use Bayesian weighting, their forecasts should be correct, on average, and the
probability that their forecasts (mistakenly) will deviate too much from the
consensus should be equal to the probability that their forecasts will (mistak-
enly) deviate too little from the consensus. In this case, � should be 50 percent.
If analysts overweight their private information, however, their forecasts are
more likely to overestimate realized earnings and to exceed consensus earn-
ings. Hence, � will exceed 50 percent. If analysts herd and, therefore, under-
weight their private information, � will be less than 50 percent.
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For a sample of more than 1.3 million quarterly earnings forecasts made
during 1985–2001, both of Chen and Jiang’s (2003) measures showed that, on
average, analysts overweight their private information. When the authors
partitioned the sample into positive and negative deviations from the consen-
sus (i.e., positive and negative values of DEV), they found strong evidence of
overweighting only for the positive-deviation subsample. For the negative-
deviation subsample, they found that analysts underweight their private infor-
mation, which is consistent with herding toward the consensus.

Other Evidence of Herding. Evidence in Cooper, Day, and Lewis
(2001) suggests that some analysts herd regarding when they issue forecasts.
For a sample of 6,947 forecasts made during 1993–1995, they found that
analysts with little ability were more likely to issue forecasts after observing
forecasts made by higher-ability analysts. They measured herding in forecast
timing by calculating the ratio of the average number of times an analyst’s
forecasts followed other forecasts to the average number of times the same
analyst’s forecasts were followed by other forecasts. If an analyst systemati-
cally released forecast revisions before other analysts, this lead-to-follower
statistic was greater than 1. Cooper et al. found that, relative to analysts with
small lead–follower ratios, analysts with large ratios tend to issue more
accurate forecasts and their forecasts generate larger trading volume.

Conclusion
This chapter surveyed the literature on analysts’ and fund managers’ herding
behavior. In addition to introducing the main theories about why individuals
herd, we discussed how specific features of security analysts’ information
environments and incentives may give rise to herding behavior. Although the
evidence of herding in stock returns is relatively weak, a significant body of
research has documented that security analysts exhibit herding in their stock
recommendations and earnings forecasts.
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5. Conclusion

The goal of this monograph was to summarize the extant academic research
on security analyst independence and, where appropriate, to produce or
describe the results of research probing the gaps in or conflicting elements
of this literature. Research investigating independence issues is necessarily
indirect (that is, the researcher typically cannot observe how potential incen-
tives affect the independence of particular analysts). Hence, conclusions and
inferences drawn from this research are necessarily based on indirect tests;
for example, they are based on researchers’ large-sample analyses of such
variables as analyst forecast errors. Given that forecast errors (that is, the
scaled difference between actual earnings and forecasted earnings) are them-
selves affected by choices made by the analyst and the researcher (for
example, with respect to what earnings number is being forecasted), we are
cautious in drawing strong conclusions from research that does not take these
choices into consideration. In particular, Chapter 1 emphasized the impor-
tance of loss observations and definitional consistency in forecasted earnings
and actual earnings in drawing inferences from properties of the distribution
of forecast errors.

Our intent in Chapters 2, 3, and 4 was to expose the reader to the major
findings of research examining (Chapter 2) factors that influence analyst bias,
including institutional incentives, selection, and cognitive biases; (Chapter 3)
research into how the management of client companies may affect properties
of analysts’ forecasts; and (Chapter 4) research into how analysts influence
each other. With appropriate caveats about the limitations of drawing infer-
ences from indirect tests, this body of work generally concludes that analysts’
decisions, forecasts, and recommendations are affected by all of these influ-
ences, albeit in varying degrees.

Will similar findings be made 10 or 20 years from now if these tests are
repeated? Of course, the future is unpredictable, but regulatory changes and
trends in the security analyst industry suggest that the findings of future
research on security analysts may look very different from the way it has looked. 

On this point, note that a number of changes have already occurred that
are likely to influence researchers’ findings concerning security analyst
reports. For example, reforms in the security analyst industry spurred by New
York State Attorney General Eliot Spitzer will almost surely affect the percep-
tions and reality of security analyst independence. In addition to fines paid
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(approximately $1.4 billion by April 2003), the investment banking firms
agreed to prohibitions on analysts receiving compensation for investment
banking activities and on analysts being involved in the solicitation of invest-
ment banking business. As an additional mechanism for discouraging poten-
tial conflicts of interest arising from investment banking revenue, the
agreement requires that investment banks stop linking the budgets of their
research departments to investment banking revenues. Instead, research
budgets may be tied to trading commissions, which are themselves declining
in the face of inexpensive Internet-based trading mechanisms available to
individual investors.

Davis (2004) noted that the inability to tie research budgets to such fees
is likely to result in a reduction in research budgets at many investment
banking houses. Such a budget reduction may manifest itself in reduced
coverage of companies, outsourcing of research, and/or increased work loads
for individual analysts. Some evidence that company coverage has dropped is
provided by research from the Wall Street Journal (see Davis), which reported
data indicating that for seven major investment banking firms, the average
number of companies covered in 2003 was 2,126, compared with 2,585 in 2000.
Evidence of declining research budgets has been reported by Sanford C.
Bernstein and Company, which found that the total research budgets of the
eight largest investment banking firms (Merrill Lynch & Company, Credit
Suisse First Boston, Smith Barney, JPMorgan Chase, Goldman Sachs, Mor-
gan Stanley, Lehman Brothers, and Bear, Stearns & Company) declined from
$2.7 billion in 2000 to $1.7 billion in 2003.

What do these declines in spending and coverage imply about the analyst
industry? Davis suggested several possible effects. First, these declines imply
a movement, which is already occurring, among large institutions (including
mutual funds and hedge funds) away from sell-side analyst research toward
boutique research firms that service a significantly smaller client base. The
niche filled by these boutique firms (many of which are small and entrepre-
neurial in nature) is providing deep research on particular issues and ques-
tions confronting the large investor; this kind of research is sometimes
referred to as “bespoke research.” Second, the reduced budgets and increased
work demands may render the security analyst industry less attractive than it
has been in the past, although U.S. Bureau of Labor Statistics data indicate
that securities and commodities industry employment increased from May
2003 to approximately 780,000 individuals in the first quarter of 2004 (but was
down from an all-time high of approximately 841,000 in the first quarter of
2001). Added to the concern about the attractiveness of the profession itself
are the restrictions and additional administrative burdens imposed on analysts
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because of reforms that are likely to reduce the amount of time they can devote
to equity research. Finally, Regulation Fair Disclosure (Reg FD) has most
surely changed the analyst’s work environment because the regulation pro-
hibits providing information in one-on-one meetings with analysts that is not
also disseminated to the public. 

In summary, regulatory changes have almost certainly made the sell-side
analyst’s job more difficult. Whether such costs are worth the benefits that
the changes produce will be determined in the future when we can analyze
the effects of these regulatory initiatives.

The trend in the industry appears to be moving away from traditional sell-
side research toward more-focused research aimed at (if not commissioned
by) small, wealthy investors or funds. Such a shift is a concern because the
participation of middle-income individual investors who are small players in
the stock market is increasing. A 2002 joint study undertaken by the Invest-
ment Company Institute and the Securities Industry Association (ICI/SEI
2002) indicated that 84.3 million individuals in the United States (49.5 percent
of U.S. households) owned stock or stock mutual funds at that time (versus
42.4 million individuals and 19 percent of U.S. households in 1983). These
numbers are substantial in both the proportion of household assets invested
and economywide holdings. U.S. Federal Reserve data for 2003 indicated that
75 percent of Americans’ liquid assets were invested in stocks, bonds, and
mutual funds (versus 45 percent in 1975) and that the dollar magnitude of
these holdings has increased almost tenfold in the past 20 years—from $1.7
trillion dollars in 1975 to $16.5 trillion dollars as of the fourth quarter of 2003.
Presumably, many of these investment decisions were informed, in some way,
by security analysts’ research. Although understandable from a purely eco-
nomic perspective, if the research industry begins to target wealthier individ-
uals and funds even more aggressively than it has, these small individual
investors may be disadvantaged. Such an informational disadvantage runs
counter to the goal of recent regulatory actions—in particular, Reg FD.

The trend toward boutique research also increases the interest of
researchers in the properties of buy-side analysts’ forecasts, which have been
largely ignored by researchers because of the limited publicly available data
on buy-side forecasts. An exception is Willis (2001), who studied properties
of portfolio managers’ stock recommendations reported in Barron’s. We hope
that data providers—and buy-side analysts themselves and their employers—
will allow the span of coverage by academic research to increase to include
the forecasts, recommendations, and price targets of buy-side analysts. Such
a data expansion would provide a rich and fertile ground for exploring issues
of security analyst independence.
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How the trends we see today will affect the next generation of sell-side
analysts is also an open question. Certainly, we expect that the next generation
will face an institutional setting that is different from the one covered by much
of existing research. By the very nature of the regulatory reforms, the effects
of institutional incentives on analysts’ forecasts should diminish. We also
expect to see a wider array of stock recommendations being issued as pres-
sure increases for analysts to report their true beliefs and for investment banks
to publicize the distribution of their firms’ stock selections. This expansion is
likely to increase the scope of analysts’ reports, in terms of the financial and
nonfinancial elements probed and in the breadth of topics addressed.

As competition for superior research heightens, we also expect that
analysts will demand more and better training in financial analysis, valuation
methods, and financial reporting. This training need not be limited, as it has
in the past, to an emphasis on studying U.S. accounting practices. The
Financial Accounting Standards Board, which promulgates accounting rules
in the United States, and the International Accounting Standards Board are
committed to working toward global convergence in accounting practices.45

Such a convergence enhances the opportunities for security analysts to
engage in worldwide equity research and also mirrors U.S. investor interest
in foreign stock ownership, which has increased significantly in the past 20
years. These increased demands create opportunities for educational institu-
tions and for industry groups to design programs tailored to provide the sort
of in-depth, industry-specific knowledge that good fundamental analysis
requires.

45In October 2002, the FASB and the IASB issued the Norwalk Agreement, a memorandum of
understanding formalizing their commitment to the convergence of U.S. and international
accounting standards.
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